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I will tell the story of the development of shockingly fast algorithms for fundamental 
computational problems. 
  
The two main characters, systems of linear equations and graphs (also called networks), have 
been studied for centuries. They are brought together by the attempt to understand graphs 
through physical metaphors. Powerful graph analyses are achieved by viewing the links in a 
graph as resistors, springs, or rubber bands that meet at their vertices. To understand the 
resulting physical systems, one must solve systems of linear equations in Laplacian matrices. 
  
The effort to design fast algorithms for solving these systems of linear equations has both built 
upon and inspired exciting developments in graph theory. These include algorithms for 
clustering vertices in graphs, a definition of what it means for one graph to approximate 
another, and fast algorithms for approximating graphs by simpler graphs. 
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