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Panelist Intro: Venice
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STATE UNIVERSITY
Mountains & Minds

Venice Bayrd, MSLIS

Data Curation Librarian
Library
Montana State University

15+ years in academic and specialized libraries

6 years: embedded Data Curation Librarian within
NSF EPSCoR RIl Track-1 & NASA EPSCoR projects

2+ years: leading Cyberinfrastructure Element
within current Montana RIl Track-1, SMART FIRES

Open science/research & reproducibility
advocate
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Panelist Intro: Sean
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Sean Cleveland Ph.D.
Director of Research
Cyberinfrastructure
Information Technology Services
University of Hawaii - System

16+ years of RCD experience as Cl Research
Scientists and Facilitator

10+ years at UH System
2 years: Director of Research Cyberinfrastructure

P1/Co-Pl on multiple NSF cyberinfrastructure
projects from hardware, software and workforce.

Cl lead and Co-Pl on the current HI EPSCoR Track I.

Computer Science and Microbiology background
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Panelist Intro: Fred

e Nevada State EPSCoR Director

e Project Director, Nevada NSF-EPSCoR

e 14 (!) students under current supervision
e UNR campus Cl champion for 25+ years

e Scotty’s favorite stat: over 150 undergrad co-
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v =EPSCOR
Dr. Frederick C. Harris, Jr. NEVADA

Foundation Professor

Computer Science & Engineering
Associate Dean of Academic
Affairs

College of Engineering
University of Nevada. Reno

{NVDICE

i

: Nevada Vision for a co-Developed
Impactful Cyberinfrastructure Ecosystem

.




Panelist Intro: Scotty
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Dr. Scotty Strachan

Principal Research Engineer
System Computing Services
Nevada System of Higher
Education

15+ years research staff/faculty in
earth/environmental science (UNR Geography)

4 years: Director of Cyberinfrastructure at
University of Nevada, Reno

3+ years: Leads Research Engineering group for
state higher-ed System & regional network
NevadaNet

Works as a Pl/peer with institutional faculty
members & technology pros in Team Science

Develops & coordinates strategy for Nevada
research networks, RCD professional community

Mountain climate & ecohydrology scientist
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Three provocations

EPSCoR jurisdictions have fewer resources and the same or increased overhead - imperative to
turn this around to become competitive. So need to overcome these challenges in team science in
regional and institutional infrastructure:

1. Technology capability gaps between Industry & Higher Ed are widening.
Gaps are intensified within EPSCoR jurisdictions due to lagging institutional I.T. investment.

1. To survive as effective centers of STEM education, institutions need a sharpened focus
on developing modern technology expertise, capabilities, and partnerships.

National “best practices” in Cyberinfrastructure development show that solo institutions can’t
possibly “cover all the bases” needed in Research I.T.

1. EPSCOoR cultures of regional cooperation, Team Science approaches, and integration of students
in STEM research promote the collaborative environment needed to evolve Cl, and with it,
research and education.



Topics we’ll cover today

What is Cyberinfrastructure (CI)?
How can ClI be integrated within institutional/regional contexts?

How can culture/investment be pursued from the ground up?

What do the national data tell us?
| II Modeling, Analysis | II
The EPSCoR ClI Interest Group el =

Computing, People,
Al Software Instruments Orgs &

& & Methods & Devices Community
Services pigh Speed Networi




RESEARCH IN THE 215" CENTURY MEANS:

e Technology capability has transformative impact (reduce time-to-science).

e Easy access to tech infrastructure is critical for faculty and grad student recruitment
and retention.

e We're at a generational inflection point of “how tech works”.

e How to scale tech impact without scaling cost linearly?
Coordinated strategy at institutional & larger scales.

e Research Computing and Data (RCD) Capability is critically tied to your research
organization’s success.
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What is Research Information Technology?
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research software

computing interfaces,
environments, and capacity
network capacity

human capacity to deliver
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Research IT = “Cyberinfrastructure (Cl)”
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Established Program to Stimulate Competitive Research

e |nnovative science in the service of
the state, translating research o, By the numbers
discoveries into actionable > o=
outcomes for the community MORE THAN (i Q

: - . $68.6M 23 594

* Capacity building — recruiting and TOTAL EPSCOR FUNDING FACULTY HIRES PUBLICATIONS
mentorlnF next generation of
research leaders at UH @

. Creatinﬁ workforce pathways for 171 $92.4M 21 years
research and industry sy

e Investments in Cyberinfrastructrure
to support thrusts in Data Science,
Cybersecurity and Al - Last 2 Track
1

http://hawaii.edu/epscor

UNIVERSITY. OF HAWA!'l D NSF EPSCoR



http://hawaii.edu/epscor

Hawai'i Cl Investments

Previous Network & 10 staff in
Data Center Investments 2025 - 2
$1.8MHPC . . .
Institutional $400K /$500K £ institutions
Investment CC« Koa / KoaStore
ACI-REF (People) HPC $5.2M
$80K HPC
m_o The UH HPC opens for business Pl Investment Hardwa re
April 15, 2015
$132kHPC
EPSCoR (People) Pl Investment Pl Condo | UH Admin
$733k HPC $1.4M $2M
Pl Investment
| o $700K HPC
/‘I E NSF MRI C;?r;\r;ts

CSSI (People)

$287KHPC
Pl Investment $250K - Institutional Investment
F = $169K - Pl Investment HP
i HAWALI‘l D,
\&-I m

sgamloc  HAWAII
] NSF EPSCoR
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‘Ike (knowledge) Wai (water) -2016

Changing and Extreme Weather Incidents and Conditions, Growth & Sustainability

Science Gateway

Bring data, models,
computation, analysis
and visualization into one
place

Enables decision and
policy makers simpler
access to better data and
tools

Data

GeoPhysics

Geo-Chemistry

Rainfall

Well Monitoring

Agency Data

Legacy Data

Researcher

Data, New Data,
Tools, Models,
Compute Knowledge

Water
Manager

Data,
Decision

Support
Tools, 6
Visualization

Data,
Knowledge

| Products

wsuam"‘m ‘—> Policy/Action

Community

HAWAL'
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Hawaii EPSCoR &5 NSF EPSCoR
faslesy  Technology Ecosystem

Supporting Research, Education and Outreach With:
Hardware, Networks, Middleware, Software and People (Facilitators, RSEs, DS)

Open Source Software and Tools

Previous Work & Datasets

National and Local Resource Investments (HPC, HTC, Cloud)
* Reproducible Workflows and FAIR Support

’tﬁpis -~ ACCESS e python ‘m

- docker hl:b::teswo@mss {JSON} g NCULAR

globus GitHub

e =
Jelstrea 2&% lustre 7 Rocky Linux” G o
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Cyberinfrastructure: Interconnected Foundation
@HAWAII

Atmospheric, Geophysics, Biologists and Computer Science domains

'&

£

Model outputs &

impact products
ICWI, Soil Moisture)

Wi Flant trait
soil & carbon
moisturel sequestratio
models]; data & land-use
& impacts' optimization

Visualization(_ ™

HAWAIl CLIMATE Automated Climate Data
H Dp DATA PORTAL
SAGE Suite- .

e Acquisitinr:& Processing
=~ Ry 0222 O
L =gl il S

Lapis
& | Jelstreamz = ACCESS

A

Vd
Compute And Storage
Cyberinfrastructure

Researchers, Stakeholders, Decision Makers and Broader State & Local Communities




Hawai‘i Climate Data Portal

Giambelluca, Longman, Lucas, Kodama, Cleveland, McLean, Geis, Wong

Goal: Create a 1-stop shop for all climate data for Hawai‘ito serve researchers, educators,

businesses, government &the general public.

v

Gridded
Products

P N
Data User
Visualization

H‘ Download
W OB .

Weather | g ¢ o :
Stations '_*_-f Processing || i
s Formatting 1
© |
O i
|\@ ) u Data i

E 3 1

1

1

1

1

e 66/100
&2 HAWAL'I p. - _
&’ mesoNET .22 Climate
(. HAWAI NSF #OIA-2149133 Stations
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Hawai‘i Climate Data Portal
HCDP :averosmnars

¢ HAWAII

& NSF EPSCoR
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Datasets

HCDP s
35 Years HO . ABOUT “ CUITURAL RESOURCES “jj :s:,mcu jﬂremots
105 Years Monthly/Daily - s e
Monthly Rainfall T PR (M, WISel, B — —Cr .
1,264 Maps Min) jamssss |
; . = ML"#,\',‘HL;VJ,“'J\L“L"'! 'Ml
> 39,000 Maps '
25 Years . .
35 Years Daily NDVI (Ve getation) Future Climate Projections
Monthly/Da lly > 9.125 maps of Rainfall and
Rainfall & 23 Years
Daily/ Monthly Temperature (2-Methods)
Temperature Relative Humidity for
Station Data > 8,671 maps

RCP 4.5 &8.5
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Hawai‘i Climate Data Portal

March 4, 2022 - May 6, 2025 HCTDP swesomnrne
> 112K
Visitors > 130 > 3.0M
>258K Countries APIRequests
Visits
> 3.6K > 58.4M >1.9TB

Downloads Files Accessed Downloaded



Who Uses the Data?

DOFAW
o N A DEPT OF
r AGRICULTURE
)4 ‘
i DEPT OF
OTHER /“.'.“

TRANSPORTATION
HAWALI| FEDERAL ‘44"
" X ,
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How Are the Data Used?

AIR TEMPERATURE
Weather Flood

HUMIDITY Forecasting Prediction

WIND SPEED

Emergency
Management

AIR PRESSURE X
( N
SOLAR RADIATION
> . Emergency
( \ ' Preparedness
RADIATION ) "  Wildfire Risk

LONGWAVE
Assessment

N Water Resources
Management

-
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The 39-Year evolution of the HCDP & Hawai‘i Mesonet

Hawai‘i Mesonet

- High-quality data
Evapotranspiration & HCDP Officially b,
aleNe - " aily Rainfa unched on Marc i
11 HaleNet Climate of Hawaii Daily Rainfall & Launched March 4
Climate Stations _ (Giambelluca et. al) Temperature Maps 3" 2022 '\\ ﬂ.?d / ?
Installed on Maui _ 1990-2014 |‘ (‘ |‘ |‘ Mg 5
. T & "7-'-‘-"?'-1- "~ Month-Year (Longman et al.) H c p _ : I
- o Rainfall Maps ‘.,titz; I Continued EPSCoR I |
= . : PR LYY ing* I
N La B ? 1920-2012 BELR RO | Funding ‘Change Hawai'i | Data Tools & )
; (Frazier et al.) ke, * ! ! Resources I
Rainfall | Rainfall Atlas of ! I I :
Other I e ol ied I CHANGE I :
Atlas of | Network Hawai'i : %ﬁjh & I Joined the EPSCoR | WAL | I
Hawai‘i etworks  (Giambelluca et. al = 1. i Proj 1
| HPPNET oo }: I ke Wai Project ! Monthly RF | Daily Temp. | i
| HAVONET “ | I Climate data | | Maps | Maps | |
I Little HaleNet n I : inventory for Hawai‘i: | 1990-2019 1 1990-2018 |
e | CraterNet | | | (Longmanetal) I (Lucas et al.) | (Kodama et al.)I :
i 1 1 I | | 1 | 1 | | |
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1986 1988 2005-12 2013 2014 2016 2018 2019 2022 2023 2024 2025
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* Data Process.mg Ga aﬁ:\.wen ory * Building Cyberinfrastructure Products unding
* Manual quality apc; Ing : * Product Automation .
control * Product Development - « Publishing methodologies Decision Mainte
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Publications, Presentations, Grants & Other Products (Years 1 -3)

m Publications m Presentations mGrants Awarded m OtherProducts mTotalProducts
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Proportion of Total Federal, State & Local, and Private &

International Funding Awarded (Years 2 &3)
290% return on investment

40,000,000
35,000,000
30,000,000
25,000,000
20,000,000
15,000,000
10,000,000

5,000,000

0
Year 2 Year 3 TotalFunding

mU.SFederal Funding mState/Local Funding  m OtherFunding



SCIPE: Cyberinfrastructure Pacific Professionals (CI-PP) - Regional

US-API

Guam

\
/ _
Regional <
CI-PPs
~

TACC &
National Cl

Resource &
Expertise

Cl WORKFORCE & CAPACITY

_ Hawaii

Guam

NSF OAC #2417946 - $6.5M A

(Led by the: )
e University of Hawaii
e University of Guam (UoG)
e Chaminade University of Honolulu (CUH)

e Texas Advanced Computing Center (TACC)

- J/
Supports the enhancement of Cyberinfrastructure professional\
(CIP) capacity and training for research, education, practice

and workforce in the Hawaii/Guam and US Affilitated Pacific

\Islands (US-API) region. HIRE 3.5 Professional FTE-5 years

AN
Leverage CIPs, Graduate and Undergraduate students to

enable researchers to adopt & leverage advanced local,
\Jegional and national CI

Build a shared regional model for sharing CIPs time and\
expertise as well as Cl artifacts, materials and capacity.
\Abilitv to Compete and Support More Research and Education




NSHE»SCS
SYSTEM COMPUTING SERVICES

Stitching NSF Cl projects together:
a regional strategy for Team Science

SCOTTY STRACHAN, Ph.D.

Principal Research Engineer, NSHE-SCS

Nevada NSF-EPSCoR Cl Lead & Track-1 co-PI
NSF-CC* PI, NSF-SCIPE P1, NSF-CSSI co-Pl
Alumnus, Western Nevada Community College




Founded 1865

Administration

State Board of Regents (elected)
System Administration (Chancellor)
System Computing Services (CIO)

Eight Institutions

College of Southern Nevada

Desert Research Institute

Great Basin College

Nevada State University

Truckee Meadows Community College
University of Nevada, Las Vegas
University of Nevada, Reno

Western Nevada College

Nevada

Tth largest state (110,557 sq mi)

9th least densely populated, 17 school districts
Driest, most mountainous state

80.1% Federally-managed land

Student Enrollment
106,366 students total

Fall 2023

22,007 total degrees awarded
2023-24

Employees

10,362 full time (2023)
5,546 part time (2023)

<20 research-facing IT total

Research

~1.51 doctoral degrees awarded per 100 FTE

$302 million R&D expenditures (2021)

these are ~half of the national means for a single R1




NSHE»SCS :
SYSTEM COMPUTING SERVICES Team ResearCh In Nevada:

- Brings students together across disciplines

- Prepares students with skills cross-training

- Crosses administrative boundaries

- |Is often regional in scope

| - Produces data products useful to communities

- Requires low-friction interoperable technology
(networks, identity, security, software, etc)




CAMPUS
DISCOVERY

current state of research IT
support?

[faculty surveys indicate
significant technical debt]

RESEARCH TIME SPENT
MAINTAINING BASIC

TECHNOLOGY
Barely or
not at all Alot: a few
14% hrs/week
34%

A little: a few
hrs/month
52%

HAVE YOU BEEN TURNED
DOWN FOR FUNDING BECAUSE
OF TECH CAPABILITY LEVEL?
Don't apply
beyond current
capability
37%

No
50%

WOULD ADDITIONAL TECHNOLOGY
SUPPORT CONTRIBUTE TO YOUR RESEARCH
SUCCESS?

I need A LOT more
technology support
57%

| don't need any additional
technology support
5%

I need A LITTLE MORE
technology support
38%



What is the role of
THE IT ORGANIZATION
in Research & Education?

Campus-level ‘business” friction
1s a total buzzkill for team
science &collaboration.

We lose excellent faculty
members every year to other
states because of this.

CC*Campus &Regional
projects (w/ EPSCoR $$!)are
perfect frameworks for IT orgs
to assist with RCD foundations
within and across mstitutions.




1st Nevada Higher-Education
Research Technology

Strategy Workshop N _
April 24-25, 2025 i oy o= _ P

S~




Cl CoLLABORATORS IN EPSCOR STATES

TOAHOIREGION AL
OPTICAL NETWORK .
Front Range GigaPop

Logos = State and regional network Cl collaborators

ﬁ = States and territories with higher education institutions Cl collaborators

THE @IL"E'{‘
aE =




Exploratory/Discovery
Campus HPC (R1)

EPSCoR T1 Cl Component * Nevada’s NSF Cl Journey

MRI GPU cluster (R1) (partial)
CI-ClI cybersecurity (R1)
Intentional Alignment
* CSSI elements E- _____ I\_/I_R;I_s_(_liii_""_i
H__EPSCoR T Gl evolution - [ EPSCoRERisels)
Y CC* Network (R1) | [ EPSCoR workshops | SCIPE Collab (R1) !
CC* Compute (R1) | CC*Data (R1) !
Organized Strateqy
CC* Plan (regional) E""C_JE*_I_?_e_g_ic_);wérni
Y EPSCoRT1Cl integration rEPSCoRECore
Leveraged common CIl domain expertise & * SCIPE Team (regional)

field science infrastructure e,
1
L}

Y-10 Y-5 YO Y+5



NSF EPSCoR CI Group Timeline, 2021-present

RCD assessment Analy.SIS, preliminary Communit.y pri(?rities, .
reporting, engagement recommendations, integration
Jul *21 Nov ’22 Nov ’23 Oct 24
May ’21 Mar ’22 Apr ’23
= C ! @ PN 1 O O e — - -}
2021 2022
2023 2024 2025
Spring Workshop Summary
EPSCoR WO Analysis Priorities; Report EPSCoR CI
award - Cl Baseline Data & next steps Council at
Report EPSCoR C] 2024 EPSCoR
PEARC’21 BoF & EPSCoR Nat’l Mtg - Council & NatlMtg
Strategy Workshop Cl Planning IG formed
Workshop




2020 - 2025: 20 EPSCoR institutions; 73 institutions total contributed data

Geographic Distribution of 73 Contributors

b

Copyright ©2023-2025 Internet2 and CaRCC, and licensed for use under Creative Commons Attribution-NoDerivatives 4.0 International (CC BY-ND 4.0)
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2020 - 2025: R1s are the primary contributors

Non-EPSCoR Institutions EPSCoR Institutions

Institutional Classification of 52 Contributors Institutional Classification of 20 Contributors

R1: 67%

R1: 70%

Copyright ©2023-2025 Internet2 and CaRCC, and licensed for use under Creative Commons Attribution-NoDerivatives 4.0 International (CC BY-ND 4.0)
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2020 - 2025: EPSCoR institutions lag behind non-EPSCoR institutions in CI
Non-EPSCoR Institutions EPSCoR Institutions

Summary for All Facings (52 Institutions) Summary for All Facings (20 Institutions)

50% Sl [ SUITITRERIER RIS R

EOL R - [ - R - -

0%

Researcher- Data- Software- System- Strategy & Policy- 0%
Facing Facing Facing Facing Facing

Researcher- Data- Software- System- Strategy & Policy-
Facing Facing Facing Facing Facing

Copyright ©2023-2025 Internet2 and CaRCC, and licensed for use under Creative Commons Attribution-NoDerivatives 4.0 International (CC BY-ND 4.0)


https://creativecommons.org/licenses/by-nd/4.0/

2020 - 2025: Variance provides the foundation for future partnerships

Data-Facing Topics by EPSCoR status (73 Institutions)

[ EPSCoR

Peta Creation [P Rl [ ot EPSCoR

Data Discovery
& Collection

Data Analysis
Data Visualization

Curation

Data Policy
Compliance

Security/Sensitive Data

0% 20% 40% 60% 80% 100%

Copyright ©2023-2025 Internet2 and CaRCC, and licensed for use under Creative Commons Attribution-NoDerivatives 4.0 International (CC BY-ND 4.0)
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Baseline data creates an opportunity to share & coordinate
CI/RCD planning & implementation approaches

Objectives

Strategies

Leading practices

Expertise

Lessons learned
Multi-institution proposals
Common language
Recommendations to EPSCoR

Use this to coordinate/strengthen your state’s RCD planning and infrastructure proposals!




EPSCoR Cyberinfrastructure
(Cl) Interest Group

Who we are:

e CI/RCD professionals, Cl leadership,
Cl-adjacent faculty/staff in EPSCoR
Jurisdictions

e EPSCOoR CI co-PI's, Senior Personnel
for RIl-type grants, regional RCD
coordinators

*we also welcome folks who come from
generally under-resourced or coordination-
challenged academic regions/institutions

What we discuss:

Common cultural/operational CI/RCD
challenges/opportunities

Needed communication messaging to
Jurisdiction leaders, funding agencies
Sharing practices, things that worked
for EPSCoR projects

Connecting people across jurisdictions
to create collaboration opportunity

Background on EPSCoR:
https://new.nsf.gov/funding/initiatives/epscor



https://new.nsf.gov/funding/initiatives/epscor

EPSCoR CI Interest Group

When we meet:

~Ad hoc Interest Group calls
& CI Council & Chairs calls

How to get involved:
e https://carcc.org/epscor-ci/
e epscor-ci-team@carcc.org

Group leaders:

e Venice Bayrd, Montana State University
Library, venice.bayrd@montana.edu

e Sean Cleveland, University of Hawai'i,
seanbc@hawaii.edu

e  Scotty Strachan, Nevada System of Higher
Education, sstrachan@nshe.nevada.edu N



mailto:venice.bayrd@montana.edu
mailto:seanbc@hawaii.edu
mailto:sstrachan@nshe.nevada.edu

Three provocations

EPSCoR jurisdictions have fewer resources and the same or increased overhead - imperative to
turn this around to become competitive. So need to overcome these challenges in team science in
regional and institutional infrastructure:

1. Technology capability gaps between Industry & Higher Ed are widening.
Gaps are intensified within EPSCoR jurisdictions due to lagging institutional I.T. investment.

1. To survive as effective centers of STEM education, institutions need a sharpened focus
on developing modern technology expertise, capabilities, and partnerships.

National “best practices” in Cyberinfrastructure development show that solo institutions can’t
possibly “cover all the bases” needed in Research I.T.

1. EPSCOoR cultures of regional cooperation, Team Science approaches, and integration of students
in STEM research promote the collaborative environment needed to evolve Cl, and with it,
research and education.



Thank you!
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