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How it started

Plaidoyer pour une analyse

&
October 2015 «responsable » des données
Face aux risques d’atteinte a la vie privée, les chercheurs en informatique Serge
re l I i unﬂe Abiteboul et Julia Stoyanovich plaident pour une collecte et une analyse des
— —~— :

données impartiales, transparentes et accessibles a tous.

Publié le 06 octobre 2015 4 15h41, modifié le 19 octobre 2015 416h16 | @& Lecture 5 min,

DATA. RESPONSIBLY November 2015

= Big Data

(This blog post is an extended version of an October 12, 2015 Le Monde op-ed article
Serge Abiteboul (in French)) Our society is increasingly relying on algorithms in all aspects of its
St?)r;gﬁ}g\eiach operation. We trust algorithms not only to help carry out routine tasks, such as
accounting and automatic manufacturing, but also to make decisions on our [...]

@ ACM SIGMOD Blog r/a i fcoernter

NOVEMBER 20,
2015 Read more —
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How it started July 2016

e 1L
i
o

Data, Responsibly

Organizers

Serge Abiteboul (ENS — Cachan, FR)

Gerome Miklau (University of Massachusetts — Amherst, US)
Julia Stoyanovich (Drexel Univ. — Philadelphia, US)
Gerhard Weikum (MPI flir Informatik — Saarbriicken, DE)

©SCHLOSS DAGSTUHL - LZIGMBH
gl licensed under Creative Commons License CC BY-NC-ND
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How it started

Int. No. 1696

August 2017

A Local Law to amend the administrative code of the city of New York, in relation to automated
processing of data for the purposes of targeting services, penalties, or policing to persons

By Council Member Vacca

Be it enacted by the Council as follows:

Section 1. Section 23-502 of the administrative code of the city of New York is amended

to add a new subdivision g to read as follows:

g. Each agency that uses, for the purposes of targeting services to persons, imposing

penalties upon persons or policing, an algorithm or any other method of automated processing

system of data shall:

1. Publish on such agency’s website, the source code of such system; and

2. Permit a user to (i) submit data into such system for self-testing and (ii) receive the

results of having such data processed by such system.

§ 2. This local law takes effect 120 days after it becomes law.

MAJ
LS# 10948
8/16/17 2:13 PM

October 2017
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SCIENCE

ABOUT HEARINGS & LEGISLATION SUBCOMMITTEES NEWSROOM CONTACT Q
(QPACE

AND\TECHNOLOGY

fv o

r/ai Ee NYL | Seices

Testimony of Dr. Julia Stoyanovich
Associate Professor of Computer Science & Engineering and of Data Science,

Director of the Center for Responsible Al at New York University

DeepSeek: A Deep Dive

Hearing of the Committee on Science, Space and Technology of the U.S.
House of Representatives, Research and Technology Subcommittee

April 8, 2025
Note: ChatGPT 4o was used for stylistic purposes when drafting this testimony.

Thank you for the opportunity to testify today, on the topic of national security and
technological implications of DeepSeek—a family of Al models developed in the People's
Republic of China.

Launched on January 10, 2025, the DeepSeek Al assistant quickly rose to the top of the
U.8. Apple App Store, as American consumers embraced it over competitors like ChatGPT.’
The DeepSeek-V3 and DeepSeek-R1 models are now readily accessible to developers and
researchers on Microsoft's Azure Al Foundry® and GitHub®,

DeepSeek's large language models (LLMs) perform comparably to leading U.5.-based
maodels while requiring significantly fewer resources—including hardware, power, and data
annotation labor—to build.* And while LLM technology was already available to American
consumers, developers, and researchers, DeepSeek's models introduced high-performing,
cost-effective alternatives. Their release has acted as a catalyst for the U.S. Al
industry—intensifying competition, prompting exploration of more efficient methods, and
encouraging greater openness. By showing that advanced models can be built with
relatively modest resources, DeepSeek has helped shift the U.S. Al landscape toward more
accessible and collaborative innovation.

responsible
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Umted Office for
Nat|0ns Disarmament Affairs

STOCKHOLM INTERNATIONAL

SIPRI and UNODA launch joint oo oo NSTITETE

initiative on responsible innovation
in Al for peace and security

This month SIPRI and the United Nations Office for Disarmament Affairs (UNODA) launched a three-

year joint initiative on ible i ion in artificial i (Al for [NMCE and security. The
initiative, which is lunc{ed by a decision of the Council of the European Union (C« 11

6 1 2022), aims to support greater engagement from Ihe civilian Al community
in mmgﬁt:ng the risks lhat the misuse of civilian Al technology can pose to international peace and
security,

sion (CFSP

Gouvernement
du Canada

Government
of Canada

¥

e CAN/ASC - EN 301 549:2024 - Accessibility requirements for ICT products and services (EN 301 549:2021, IDT)

CAN/ASC - EN 301 549:2024 - Accessibility requirements for ICT products
and services (EN 301 549:2021, IDT)

Areas of focus

® are common areas where people with disabilities may experience barriers to accessibility in information and communication technology

These include, but are not limited to:

worked towards
The

Canadian procurement

ey

. velm\su sdard was published on May 31, 2024

Read the standard
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Che New Jork Times

OPINION

We Need Laws to Take On Racism
and Sexism in Hiring Technology

Artificial intelligence used to evaluate job candidates must not
become a tool that exacerbates discrimination.

e 17, 2031

By Alexandra Reeve Givens, Hilke Schellmann and Julia Stoyanovich
Ms. Givens is the chief executive of the Center for Democracy & Technology. Ms. Schellman

THE WALL STREET JOURNAL

BUSINESS

By Julia Stoyanovich
Updated Sept. 22, 202111:00 am ET

JOURNAL REPORTS: LEADERSHIP

Hiring and Al: Let Job Candidates
Know Why They Were Rejected

As more companies use artificial intelligence in their hiring decisions,
here's one way to make the system more transparent

A Hiring Law Blazes a
Path for A.I. Regulation

New York City's ploneering, focused approach sets rules on how
ies use th logy in work force decisi

TANDON SCHOOL
OF ENGINEERING

r/ai £ NYU

Statement of Julia Stoyanovich
Associate Professor of Computer Science & Engineering and of Data Science,
Director of the Center for Responsible Al at New York University

U.S. Senate Al Insight Forum: High Impact Al
November 1, 2023

Leader Schumer, Senators Rounds, Heinrich, and Young, thank you for inviting me to
participate in this important forum! | am an associate professor of Computer Science &
Engineering and of Data Science, and the founding Director of the Center for Responsible Al at
New York University. My academic research is focused on Al and data engineering systems,
and on how to incorporate legal requirements and ethical norms into the way these systems are
designed, developed and used.’ | teach responsible Al to students®, practitioners in industry
and government®, and members of the public’. And | have been deeply involved in Al
governance and regulation in New York City®, New York State”, and elsewhere, since 2017.
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“Nutritional labels” for job postings

Qualifications

“_,//r
knowledgs of
financial

resume =
=0

"IHII

systems

team
player

LinkedIn profile

&

credit score

Foy

other social media
(optional)

fe?y

Assessment

T Al-assisted personality
prediction

Personal interview
(accommodations
upon request)

r/ai
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Responsible Al is about ...

. exposing the knobs
of responsibility to

people
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Data-centric Al & responsible data management

s = Fairness-Aware Instrumentation of Preprocessing Pipelines for
Machine Learning
LEIEIIT Ke Yang, Biao Huang, Julia Stoyanovich, and Sebastian Schelter
In Proceedings of the Workshop on Human-in-the-Loop Data Analytics,
HILDA at SIGMOD 2020

CITE PDF

Taming Technical Bias in Machine Learning Pipelines
Sebastian Schelter, and Julia Stoyanovich
IEEE Data Eng. Bull. 2020

Responsible Data Management

Julia Stoyanovich, Serge Abiteboul, Bill Howe, H. V.
Jagadish, and Sebastian Schelter
Communications of the ACM 2022

CITE PDF

Automated Data Cleaning Can Hurt Fairness in Machine Learning-

‘ based Decision Making P §‘ Developing data capability with non-profit organisations using
Shubha Guha, Falaah Arif Khan, Julia Stoyanovich, and Sebastian =]l_= (@ = = participatory methods
Schelter =) = ‘ Anthony McCosker, Xiaofang Yao, Kath Albury, Alexia Maddox, Jane

In Proceedings of the 39th International Conference on Data . Farmer, and Julia Stoyanovich
Engineering, ICDE 2023

Big Data & Society 2022 < fcenter
CITE PDF or .
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NYU | Saiges Ol e /8 £
"'r-,,.m" HAYK .

RAI for Ukraine

Responsible

Al Research for
Ukrainian
Scholars

Launched in June 2022

SIM NS ki

FOUNDATION Global
Programs

http://r-ai.co/ukraine
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Data-centric Al & responsible data management

\

contributed articles

Perspectives on the role and responsibility of
the dat; research ity in
designing, developing, using, and overseeing

automated decision systems. 1
BY JULIA STOYANOVICH, SERGE ABITEBOUL.

BILL HOWE. H.V. JAGADISH, AND SEDASTIAN SCHELTER
Responsible

Data 4
Management
New York University Inria & ENS Paris University of Washington

USA USA

France

Jonsible Data Management

H.V. Jagadish Sebastian Schelter

University of Michigan University of Amsterdam
USA The Netherlands

51:28

® center
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Data-centric Al & responsible data management

contributed articles

B8 SALIARTEY

Perspectives on the role and responsibility of
the dat: research ity in
designing, developing, using, and overseeing
automated decision systems.

BY JULLA STOYANOVICH, SERGE ABITEBOUL,
BILL HOWE. H.V. JAGADISH, AND SEDASTIAN SCHELTER

Responsible
Data
Management

L 4

vutomsated hising sy

An

D

[Stoyanovich, Abiteboul, Howe, Jagadish, Schelter; Comm. ACM 2022]

. ki, Samuel Madd
Philip A. Bernstein, Peter Boncz, Mi

The Cambridge Report on Database Research

1 Abadi. Gustave Alonso, Sibem Amer-Y a Balazinska,

Surajit Chaudhuri, Susan Da JeWitt, Yanbei
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Grounding: Bias in computer systems

Pre-existing: independent of the technical
system, has origins in society

Technical: introduced or exacerbated by the
properties of the technical system

Emergent: arises due to the context of use

[
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[Friedman & Nissenbaum, 1996]
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Example: Taming technical bias

Goal: design a model to predict Problem: accuracy is lower for
appropriate level of compensation for applicants who have more experience
job applicants on the job - a fairness concern

interpolate
missing

demographics

tune &
validate

\L _/ M
r a| responsible

al



Missing values imputation

are values missing at random (e.g., gender,
age, years of experience, disability status on job

applications)?

are we ever interpolating rare categories (e.g.,
Native American)

are all categories represented (e.g., non-binary
gender)?

responsible
ai



Data filtering

operations like selection and join, can

arbitrarily change demographic group age.group _ courty
. s C‘aun'ryA | P S
proportions ity o oy
20 CountyA | *
60 CountyB 60 CountyA
20 CountyB | 20 CountyA
20 CountyB 66% vs 33%
- ) 50% vs 50%
patients
ssn race
000-00-0001 white
000-00-0002 black ( e w
000-00-0003 white

pS )

LV

S
000-00-0001 | 10,0008 | white

000-00-0003 | 8,000 | white

(" healthcare spending |
ssn spent

000-00-0001 | 10,0008

000-00-0003 8,0008
A =

center
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Data distribution debugging

Potential issues

Python script for preprocessing, written exclusively

in preprocessing with native pandas and sklearn constructs

pipeline:

Join might
change proportions
of groups in data

e : ,
Column ‘age_group
projected out, but

required for fairmess
—_— L o—

[ Selection might
change proportions
of groups in data

Py,

'Imputation might

change proportions
of groups in data

‘race’ as a feature
might be illegal!

Embedding vectors
may not be available
for rare names!

[Grafberger, Stoyanovich & Schelter; CIDR 2021 & SIGMOD 2021]
[Grafberger, Groth, Stoyanovich & Schelter; VLDBJ 2022]

# load input data sources, join to single table
patients = pandas.read cswi.)

histories = pandas.read_csv(..)

data = pandas.merge([patients, histories], on=['ssn']}

# compute mean complicatiens per age group, append as column

complications = data.groupby('age group')
.agg(mean_complications=('complications', ‘mean’))
data = data.merge(complications, on=['age group'])
# Target variable: people with frequent complications
data[ 'label'] = data['complications'] >
1.2 * datal‘'mean_complications']

# Project data to subset of attributes,

data = data(['smoker', 'last_name', 'county',
‘num_children', ‘race’', 'income', ‘'label']]

data = data(data[ county'].isin(counties of interest)]

# Definme a nested feature encoding pipeline for the data

impute and encode = sklearn.Pipeline([
(sklearn.SimpleImputer(strategy='most_frequent')),
{sklearn.OneHotEncoder())1])

filter by counties

(impute_and_encode, ['smoker', 'county',
{Word2VecTransformer(), 'last name')
{sklearn.StandardScaler(), ['num children®,

‘race']),

i featurisation = sklearn.ColumnTransformer(transformers=|

‘income’]])
# Define the training pipeline for the model

neural net = sklearn.KerasClassifier{build fn=create model(})

pipeline = sklearn.Pipeline([
{'features', featurisation),
(‘learning_algorithm‘, neural_net)])

# Train-test split, model training and evaluation
train data, test data = train test split(data)
model = pipeline.fit(train_data, train_data.label)
print{model.score(test data, test data.label))

Corresponding dataflow DAG for
instrumentation, extracted by mlinspect
[ Data Source ] [ Data Source ]

Join
on &5n

Aggregate
group by age_group

Join on aga_group

Declarative inspection
of preprocessing pipeline

S minspect B
PipelineInspector
.on_pipeline('health.py")

.no_bias_introduced for(
| 'age_group', 'race’])
.no_illegal features()
.no_missing embeddings()
verify()

[ Project comp, I[ Project mean.

Praoject label

Project
smoker, lastname, county,
n_children, raca, income, label

L]

e
i Split
Lo Jestsel

Project
race
4
Imputa
race

Embed

Scale
lastname

n_child.

&=

® center
for
r a| responsible
ai



Shades-of-NULL: A missing value imputation benchmark

Data
Loaders

Evaluation
Scenarios

Error
Injectors

L

Benchmark [
Controller

—

uonejuawa|dw|

oLeuUd2S

Null ML
Imputers Models
— Data Models
Preprocessing Tuning P
) l l 2 v
[ Evaluation Module ] Experimental
(Imputation Performance, Virny) I Results
2 / Database
\_//
[ Visualization Module /

I

[Arif Khan, Herasymuk, Protsiv, Stoyanovich; arXiv 2025]
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Shades-of-NULL: Evaluation scenarios

Train Test

Scenario | MCAR MAR MNAR |[ MCAR  MAR  MNAR

S1 v~ v~

S2 v~ 4

S3 o v’

S4 v’ v’

S5 v’ v

S6 v v

S7 v N

S8 v’ v

S9 sl v’

510 v N R ¥ s

[Arif Khan, Herasymuk, Protsiv, Stoyanovich; arXiv 2025]

Missingness: MCAR, MAR, MNAR
Missingness as aform of bias
Mixed missingness

Missingness shift

Socially-salient evaluation
scenarios

center
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Shades-of-NULL: Missingness in context

Mechanism  Missing Column (7") Conditional Column (f) Pr(F™ | is dis) Pr( 7™ | 1 is priv)

MCAR SoundSleep, Family_Diabetes, N/A 0.3 0.3
PhysicallyActive, RegularMedicine

MAR Family_Diabetes, RegularMedicine  Sex 0.2 (female) 0.1 (male)
PhysicallyActive, SoundSleep Age 0.2 (> 40) 0.1 (< 40)

MNAR Family Diabetes Family_I)iabetes 0.25 (yes) 0.05 (no)
RegularMedicine RegularMedicine 0.2 (ves) 0.1 (no)
PhysicallyActive PhysicallyActive 0.25 (none, < % hour) 005 (> % hour, > 1 hour)
SoundSleep SoundSleep 0.2 (< 5) 0.1(= 5)

fgﬁ:‘giﬁ Glabal Fearure impartance - Built-in Mathad
Diabetic 4 " nRegulartedicine_no

RegularMedicine_yes 0BT i

RegularMedicine yes |

Family_Diabetes_yes 0D.26 L
PhysicallyActive_nons 011 YR
PhysicallyActive one hr or more 0.021 -:
SoundSieep 0.0024 "
PhysicallyActive_more than half an hr -0.049 .
PhysicallyActive_less than half an hr -0.057 =02
Family_Diabeles_no =0.26 —_
RegularMedicine_no 0.61 b

Diabetic

(a) Correlation with label

Age_less than 40 1

Age_60 or older

BMl

I
SaunaSiEep 3

Sleep _
BPLevel_normal

BPLevel_high

highBP_yes j—
Physicallyactive_less than half an hr EEEE——

Family Diabetes no
Family_Diabetes _yes

o.a0

004 0.06 0.c8 a1o o1z
Importance

(b) Feature importance

[Arif Khan, Herasymuk, Protsiv, Stoyanovich; arXiv 2025]
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Virny: Responsible model selection

Responsible Model Selection with Virny and VirnyView

Denys Herasymuk, Falaah Arif Khan, and Julia Stoyanovich

In Companion of the International Conference on Management of Data,
SIGMOD/PODS, Santiago, Chile 2024

CITE PDF GITHUB

center
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Virny: Responsible model selection

Metric Computation o
Interface . et R
SubgrAnnu: ::rriance —_— Overall !—b Metric Composer —> Metric Visualizers
o Metrics Matrix | P
Subgroup Error | Disparity
Analyzer | Metrics Matrix
Base Flow Models Confi |
Dataset Gl LRl Static & Interactive
‘ Visualizations
Config Yaml

@

Data Scientict ® Measures accuracy, fairness, stability, uncertainty — overall & by group

e Supports multiple sensitive attributes and their intersections

e Offers diverse metric computation interfaces for in-depth profiling of
model performance

center
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Virny: Measuring arbitrariness & uncertainty

Training data . Trained
D train model
m— H(D l'rm‘n)

Bootstrap 1

L : — Dirafn
Dataset D A ] — @h (D a‘rm’n) -
" e 1 1
w Approximatin
“ |- Bootstrap 2 PP 9
| e~ p main ensemble
s L~z
o A gh (D train
I | 2V 2

S

Bootstrap m

oy D train
fedt ga:ta (- h (D i) Evaluation
D 'es | I D ")
o

center
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Virny: Model selection

Bar Chart for Model Selection
Select input arguments ta create a bar chart far mode! selection. Default values display the lowest and greatest limits of constraints.
Croup Name for Disparity Metrics & Bar Chart
SEXERACIP -
COverall Constraint (C1) Min value Max value
Accuracy - o8l 10
n
;:
Disparity Constraint (C2) Min value Max value =
B
Equalized_Cdds_FNR - -008 008 E
E
-
=
Overall Constraint (C3) Min value Max value
Labal stability - o.87 10
Disparity Constraint (C4) Min value Max value
N "
Label_Stabiity_Ratic 09 n & & @ <
Submit Metric Group

Model Type

= LGBMClassifier

= LogisticRegression
® MLFClassifier

= RandomForestClassifier

[Herasymuk, Arif Khan, Stoyanovich; SIGMOD 2024]
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Virny: Model nutritional label

Group Specific Metrics

i Group Specific Bar Chart

N () 871
| 0.792

raty ]
0.829

e 0808

I 0813

I .747
0.701

Fi 0.715

Alealoric_Uncertainty "0.580

S

mEE RN
gREREZR

Label_Stability

Group

B RAGIP_gis

= RAGIP_priv

u SEX&RAGIP_dis
BEX&RACIP_priv

W SEX _dis

& SEX_priv

0 overall

I Disparity Bar Chart

Equalized_Odds_FPR

Equalized_Odds_FNR

Aleatonc_Uncertainty_Ratio

Disparity Metrics

Std_Difference

Label Stabilty_Difference

| -0.004
o060
Jooz
I 043
-0.088
f-ooms
E——

Disparity
| SEX

= RAGIP

= SEXERACIP

R -
| -0.003

0100 01 02 03 04 05 05 07 08

04 10

[Herasymuk, Arif Khan, Stoyanovich, SIGMOD 2024]
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Virny: ongoing work

Speed up responsible model
selection - VirnyFlow

Integrate multiple of model
performance objectives into
hyperparameter optimization -
VirnyFlow

Assess the impact of ML lifecycle
stages on different aspects of
model performance -

Shades-of-NULL

center
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Transparency & explainability

Introducing contextual transparency for automated decision systems
Mona Sloane, lan Solano-Kamaiko, Jun Yuan, Aritra Dasgupta, and Julia
Stoyanovich

Nature Machine Intelligence 2023

Think About the Stakeholders First! Towards an Algorithmic
Transparency Playbook for Regulatory Compliance

Andrew Bell, Oded Nov, and Julia Stoyanovich

Data & Policy 2023

The Imperative of Interpretable Machines
Julia Stoyanovich, Jay J. Van Bavel, and Tessa V. West
Nature Machine Intelligence 2020

CITE

It's Just Not That Simple: An Empirical Study of the Accuracy-
g i Explainability Trade-off in Machine Learning for Public Policy
= = Andrew Bell, lan Solano-Kamaiko, Oded Nov, and Julia Stoyanovich .
In Proceedings of the 5th Annual ACM Conference on Fairness, B iprir Nutritional Labels for Data and Models

Accountability, and Transparency, FAccT 2022 s 69 Julia Stoyanovich, and Bill Howe
T STET e IEEE Data Eng. Bull. 2019

FAF -cmz -.E r / a i F:grnter

responsible
ai



SHAP attack!

|

20 = Education

Work Hours per Week

Marriage_Never married or under 15 years old
| = Marriage_Married

1 = Sex

) = Occupation_Federal government employee

) = Occupation_Self-employed not owner

Education

40— Work Hours per Week

| -~ Marriage_Never married or under 15 years old
] =Sex

Marriage Married

142 = Age

} = Occupation_Federal government employee

1 = Occupation_Self-employed not owner

|
oo
1

[Hwang, Bell, Fonseca, Pliatsika, Stoyanovich, Whang; FAccT 2025]

continuous age value: most
important feature (-0.59)

bucketized age (12 equi-width
intervals) value: low importance

_' r/ai
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ShaRP: Explaining ranked outcomes

name || gpa | sat |essay || f |g rD.f rD.g
Bob 4 |5 5 465 Bob Bo
Cal 4 |5 5 4.6 |5 Cal Cal
Dia 5 | 4 4 44 |4 Dia Dia
Eli 4 |5 3 423 Eli Eli
Fay 5 | 4 3 4.2 |3 Fay Fay
Kat 5 4 2 40|2 Kat Leo
Leo 4 | 4 3 383 Leo Osi
Osi 313 3 30(3 Osi Kat

(@) (b) (c)

Figure 1: (a) Dataset D of college applicants, scored on gpa, sat, and

essay. (b) Ranking rp r of D on f = 0.4 X gpa+0.4 X sat +0.2 X essay;

the highlighted top-4 candidates will be interviewed and potentially

admitted. (c) Ranking rp 4 on g = 1.0 X essay; the top-4 coincides

with that of rp r, signifying that essay has the highest importance .

for f, despite carrying the lowest weight in the scoring function. r / a | fcgrnter
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Example: CSRankings Al Areas ot o)

Al [off | on]

» Artificial intelligence

» Computer vision

» Machine learning

» Natural language processing

» The Web & information retrieval

(<M <H<N<H<

Systems [off | on]

CSRankings: Computer Science Rankings

CSRankings is a metrics-based ranking of top computer science institutions around the world. Click on a
triangle (P-) to expand areas or institutions. Click on a name to go to a faculty member's home page. Click
on a chart icon (the | after a name or institution) to see the distribution of their publication areas as a
. Click on a Google Scholar icon (fi) to see publications, and click on the DBLP logo (») to go
to a DBLP entry. Applying to grad school? Read this first. For info on grad stipends, check out
CSStipendRankings.org. Do you find CSrankings useful? Sponsor CSrankings on GitHub.

Rank institutions in [ USA ~| by publications from 2014 v |to[2024 v

[CH< N NN BN N B N<H-R]

Theory [off | on]

P Algorithms & complexity

> Logic & verification

Interdisciplinary Areas [off | on]

» Comp. bio & bicinformatics
—_— 2T ACS o+ 1 AC12 4 1 AC3 b 1 AC? -+ l » Computer graphics
- AI S I » Computer science education

ys Th nt . :

P Economics & computation

» Human-computer interaction

» Robotics

» Visualization

center

for )
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https://csrankings.org/

Feature contributions to score vs. rank

Texas A&M, score quantity of
interest: Inferdisciplinary is most
important

fix) = 3.941

204 = Inter.

0.238 = Systems +0.4

0.076 = Theory '—0.11
24 26 28 30 32 34 36 38 4.0
E[f(x)] - T

[Pliatsika, Fonseca, Akhynko, Shevchenko, Stoyanovich; arXiv 2024]

Texas A&M, rank quantity of
interest: Systems is most
important

Systems

0.16 = Al

Inter. KAl

0.076 = Theory' ~1.95

90 80 70 60 50 40
E[f(X)]

center
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Feature contributions to the top-20

B Al [ Systems I Theory [ Inter.

o
i

<
o

B g o e e S e e
*
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rank stratum

contribution to top-k
S
- -

(a) Feature contribution to the top-k Qol, for k = 10%. Systems is the
most important feature, followed by Interdisciplinary and AL

[Pliatsika, Fonseca, Akhynko, Shevchenko, Stoyanovich; arXiv 2024]
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Feature contributions: Pairwise outcomes

Institution Al | Systems | Theory | Inter. | Rank
Georgia Tech || 28.5 7.8 6.9 10.2 5
Stanford 36.7 5.4 133 11.5 6
UMich 30.4 9.0 93 2.9 7

(b) Feature values and rank of three highly ranked depart-
ments: Georgia Tech, Stanford, and UMich.
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(c) Pairwise method using the rank (d) Pairwise method using the rank
Qol: Georgia Tech ranks higher Qol: Stanford ranks higher than
than Stanford because of its relative UMich despite Stanford’s relative
strength in Systems. weakness in Systems.
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Privacy & data protection

Epistemic Parity: Reproducibility as an Evaluation Metric for
Differential Privacy

Lucas Rosenblatt, Bernease Herman, Anastasia Holovenko, Wonkwon
Lee, Joshua R. Loftus, Elizabeth Mckinnie, Taras Rumezhak, Andrii
Stadnik, Bill Howe, and Julia Stoyanovich

Proc. VLDB Endow. 2023

I CITE l I PDF l I GITHUB l

The Many Facets of Data Equity
H.\. Jagadish, Julia Stoyanovich, and Bill Howe
ACM Journal of Data and Information Quality 2023

Personal Data for Personal Use: Vision or Reality?

Xin Luna Dong, Bo Li, Julia Stoyanovich, Anthony Kum Hoe

Tung, Gerhard Weikum, Alon Y. Halevy, and Wang-Chiew Tan

In Companion of the 2023 International Conference on Management of
Data, SIGMOD/PODS 2023, Seattle, WA, USA, June 18-23, 20232023

Spending Privacy Budget Fairly and Wisely
Lucas Rosenblatt, Joshua Allen, and Julia Stoyanovich
Theory and Practice of Differential Privacy (@/CML) 2022

Transparency, Fairness, Data Protection, Neutrality: Data Management
Challenges in the Face of New Regulation

Serge Abiteboul, and Julia Stoyanovich

ACM Journal of Data and Information Quality 2019
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Epistemic parity

Epistemic Parity: Reproducibility as an Evaluation Metric for
Differential Privacy

Lucas Rosenblatt, Bernease Herman, Anastasia Holovenko, Wonkwon
Lee, Joshua R. Loftus, Elizabeth Mckinnie, Taras Rumezhak, Andrii
Stadnik, Bill Howe, and Julia Stoyanovich

Proc. VLDB Endow. 2023

I CITE l I PDF l | GITHUB l
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Epistemic parity: The workflow

parity = proportion of

privatized dataset
trials wheref,(d;,) > k

study paper-relevant . ..
aper findings :
pap g method m, trial?

dataset data subset
] p i d i“_.l ] ]
] d | | d:n | | ] | |
S 1 1 ﬁ”j%ﬂ 5.( Y l.
_H ] I — ) ‘E . —] | . || Wy
g | =lj=1l{[=N i
7 k i = = = (see Figure 3)
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Epistemic parity: Results

s PrivMRF
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Algorithmic fairness

Fairness in Ranking: From Values to Technical Choices and Back

Julia Stoyanovich, Meike Zehlike, and Ke Yang

In Companion of the 2023 International Conference on Management of
Data, SIGMOD/PODS 2023, Seattle, WA, USA, June 18-23, 20232023

Counterfactuals for the Future
Lucius E. J. Bynum, Joshua R. Loftus, and Julia Stoyanovich
In Proceedings of the AAAI Conference on Artificial Intelligence 2023

Towards Substantive Conceptions of Algorithmic Fairness: Normative
Guidance from Equal Opportunity Doctrines

Falaah Arif Khan, Eleni Manis, and Julia Stoyanovich

In Equity and Access in Algorithms, Mechanisms, and Optimization,
EAAMO 2022, Arlington, VA, USA, October 6-9, 20222022

s 2a 0 Setting the Right Expectations: Algorithmic Recourse Over Time

it i () " Lo . . . . . . -
420 oo Jodo Fonseca, Andrew Bell, Carlo Abrate, Francesco Bonchi, and Julia S Query Refinement for Diversity Constraint Satisfaction
6,00 Stoyanovich — . . . . . .
__-;-A 8} ooadings of the i ABM Dorférsnce ov Equity srd Access in Jinyang Li, Yuval Moskovitch, Julia Stoyanovich, and H. V. Jagadish
Algorithms, Mechanisms, and Optimization, EAAMO 2023, Boston, MA, Proc. VLDB Endow. 2023

UISA, 30 October 2023 - 1 November 20232023
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Fairness as equality of opportunity (EO): The principles

fair contests (non-discrimination) fair life chances (leveling the playing field)
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Fairness as equality of opportunity (EO): The domains

fairness in
developmental
opportunities

fairness at a
decision point
comparable
opportunities
over a lifetime
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Fairness in ranking

Fairness in Ranking: From Values to Technical Choices and Back

Julia Stoyanovich, Meike Zehlike, and Ke Yang

In Companion of the 2023 International Conference on Management of
Data, SIGMOD/PODS 2023, Seattle, WA, USA, June 18-23, 2023 2023

| CITE l | PDF |

Fairness in Ranking, Part |: Score-Based Ranking
Meike Zehlike, Ke Yang, and Julia Stoyanovich
ACM Computing Surveys 2023

| CITE l | PDF |

Fairness in Ranking, Part II: Learning-to-Rank and Recommender
Systems

Meike Zehlike, Ke Yang, and Julia Stoyanovich

ACM Computing Surveys 2023

| CITE l | PDF |
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Classification of fair ranking methods
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Responsible Al is about ...

. exposing the knobs
of responsibility to

people
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We need (responsible) Al education & training for everyone!
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BIG

DATA

& SOCIETY

Original Research Article

Big Data & Society

Responsible Al literacy: © The Auhor() 2023
A stakeholder-first approach ihsirises i BRI
DOI: 10.1177/20539517231219958
journals.sagepub.com/home/bds
S Sage
Daniel Dominguez Figaredo' (©' and Julia Stoyanovich?
To whom What How
(Srcrauconc Learning resources
Stakeholder profile. N Learning contents. E— L ng e
Context. earning strategies.
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Education & training: students (since 2019)

Audience: undergraduate and graduate students in
data science, computer science

Prerequisites: introduction to data science or
computer science (not machine learning!)

Challenge: reconcile technical training with
interdisciplinary ethical concerns

Bonus: uses many of the technical tools I'll discuss
today, all course materials are open

[Lewis and Stoyanovich; IJAIED 2022]

Responsible Data Science:
Charting New Pedagogical
Territory

In response to the dearth of scholarship surrounding responsible data
science (RDS), NYU CDS faculty are paving the way with a course
dedicated to RDS and the publication of their pedagogical methodology.

http://r-ai.co/education
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Practitioner training

NYU CENTER FOR RESPONSIBLE Al PRESENTS

WHAT IS RESPONSIBLE Al & HOW DOES
IT APPLY TO YOUR WORK AT META?

Responsible
i Day 2: Beauty Influencer on TR Day 2 / Activity 3
Instagram gl Fammll e b e
= g conment
Tt RAl concepts
. ed tpe gnenLic
EZE. ' ey == ' — ST
e ooy WAL ek -
e e
This workshop will consiat of two 120-minute sessions. When signing up for the work- ., e e s safety  control
shop, you commit to attending both sessions and participating in the discussion, oty instagram 1 ooy | ey
b : CONSUMars

o o st
ity 1o L-—.- %
- ==a e
' : G T
o il
bl L
EEne bk s
et _._!"""" | W ||,
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Practitioner training

NYU CENTER FOR RESPONSIBLE Al PRESENTS

THE ALGORITHMIC TRANSPARENCY WORKSHOP Cowss insrucors

Thes warkshop wil be co-taught by Androw Bell foliow af the NYL Center for Responsibie Al (FWAY and Julin
Stoyanovich, Divector of NYL Rl

Join us for a workshop cn algorithmic transparency from the NYU Center for Responsible All
Date: December 12, 2023 (Tuesday) from 12:00 pm - 2:00 pm

Venue: WYL Tandon Future Labs {Tth floor, 370 Jay Street, Brooklyn, NY 11201}

Fro .

s 2 g Andrew Bell
h for parmicipants wil ba senvad bagining at 1

Andrew Beil i a Computer Science Ph D, Candidate being co-achised by Prof -
Julia Stoyancwch and Or. Oded Nov. He i a recipent of the National Science

As more crganizations use Al and algorithmic  systems, thera is a need for  practitioners, FoundationGiracduate Research Fellowship (NSF GRFP), His resaarch inferests ke
industry leaders, managers, and executives fo take part in making Al responsible. at the intersaction of machine ksaming and pubise pobcy and arE Mone nanwly
In thiz workshop, we'll provide you with an overview of algorithmi parancy, along with a playbook focused on the faimess and explunabilly of aigonithmec decision sysiems. In

0 . R L Spring 2023, Andirew was a visiting research fellow at the Center tor Al (CENTAR
detailing how to influence change and implement transparency into your organization's systems. in Turin, Naly.

In this workshep, we we'll iook at

* What is algorithmic transparency?
* What are the available 1ools, techniques, & methods for making algorithms more understandabie for hurans Julia Stoyanavich

* Play-by-plays for implementing transparency into your organization's algorithmic systems Dr Juta Sioyanowich is Associate Professor of Computer Scence &
* Case studies and examples of transparency

Engneering and of Data Scence, and Diectr of the Center for
Responsible Al at NYU. Her goal is 1o make “responsiieAl” synonymous with
“AI". Jufin has co-authoeed over 100 academic publications. and has wiitien for
the Mew York Times. the Street Joumal and Le Monde. She engages in
technology pobcy, has been teaching responsible Al 10 students, prBCHtoNers
and the pubic, and has co-authaned Comis Books on hs opc. She recasved her
PO, in Gomputer Science from Golurmbia Linversity

The Checklist
~ bt Suggested time; 2 minutes
The process we describe for g alga nsp ¥
)
follows a 1 th called The Alg

Transparency Checklist. The checklist is an actionable, step-by-step.

distillation of how transparrecy can be i your

v t We also that you download the checklist About the NYU Center for Responsible Al

and follow along as you move through the course.

You can downdoad the The Algorithmic Transparency Checklist

here.

The checklist Is made up of 4 main steps:

[Bell and Stoyanovich, EAAI 2025] e |_/ ®  cenbsr
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We are Al: Taking control of technology

BE8 B weawn o+ -]
€ C {t @ p2eugithubiowe-are-ail # A0 axHn@
Apps @ Dropbox g GetfegSaned [ 05 M4 resowrchedwinis.. B MEF contaats - 6, [E Google Calendar B regute @ Progrom Overdew.. @ Vice Chair ]

We Are Al

Taking Control of Technol

http://r-ai.co/\We-are-Al

responsible
ai

[Stoyanovich, Lewis, Corbett, et al., EAAI 2025] r/a| ot
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We are Al comics
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We are Al comics / Spanish

Samas I no. |: Semas I no. 2:

“¢QUE ES LA IA?" APRENDER DE LOS

DATOS

Somes 1A no. & [T

¢QUIEN VIVE. QUIEN TODO SOBRE ESE SESGO
MUERE. QUIEN DECIDE? Pl SOHQS IA

e @

http://r-ai.co/comics
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We are Al comics / Ukrainian

Muielllne1: Mu i € LI N2 2:
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a laHuX
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Ability NORTHEAST
Project BlG DATA
INNOVATION HUB

2023

ALL ABOARD!
MAKING Al EDUCATION
ACCESSIBLE

Authors:
Falaah Arif Khan, Lucius Bynum, Amy Hurst, Lucas Rosenblatt,
Meghana Shanbhogue, Mona Sloane, Julia Stoyanovich

http://r-ai.co/AllAboard
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STORY BY JULIA STOYANOVICH AND ALEX BUDOVSKY
ANIMATION BY ALEX BUDOVSKY
MUSIC BY ALEX DREYSHNER
VDICE BY SAVA SARKISSOV
CREATIVE CONSULTANT OLEG SARKISSOV
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Looking ahead: A responsible Al “Sputnik” moment

® Robust trustworthy Al
cyberinfrastructure - the NAIRR

® Responsible data engineering tools

v | and primitives across the lifecycle

| e Data protection tools, primitives,

AND

e
SCIENCE (SPACE

ECHNOLOGY

Research & Technology Subcommittee Hearing - DeepSeek: A Deep Dive

guardrails

center

- ' " r a| for _
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Looking ahead: A responsible Al “Sputnik” moment
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Report from the Community Workshop
Toward an Ethical Framework for Artificial
Intelligence in Biomedical and Behavioral
Research: Transparency for Data and Model
Reuse

Authors
Warkshop Co-Chairs O, Ting Hernandes-Boussard, Dr, Aaron Lee, Praf. hufia Stayanavich;
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Executive Summary. 3
Overview and Highlights. i
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What need education and practitioner training on RAI

It's more expensive to do things right (i.e., responsibly) than to do them somehow. Small and
medium-sized businesses that develop and/or use Al need support, training, tools, data,
compute, infrastructure.

Day 2 / Activity 3

RAl concepts
WYL CEMTER FOR RESPONSELE Al PRESENTS

WHAT IS RESPONSIBLE Al & HOW DOES
IT APPLY TO YOUR WORK AT META?

eaprmatin b0

e e THE ALGORITHMIC TRANSPARENCY WORKSHOP

The Checklist
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What need Al literacy for everyone!

DLY [N

Many of us are passionate about Al literacy, and have invested time and effort into pilot projects.
Tieivoun TN: APRENDER DE LOS

And now, we need to scale up and scale out.

t i
ALIGE IN ALGORITHMIA

o lives. Who dies. mbeiNpnbs -
Mu — wtyyHun

iHTenexT ,

ho decides?
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Responsible Al literacy: A stakeholder-first approach

2023
ALL ABOARD!
MAKING Al EDUCATION
ACCESSIBLE Daniel Dominguez, and Julia Stoyanovich
Big Data and Society 2023
il r a | responsible
al
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Thank you to my collaborators!
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