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https://science.house.gov/2025/4/deepseek-a-deep-dive

https://science.house.gov/2025/4/deepseek-a-deep-dive


    



  



“Nutritional labels” for job postings



Responsible AI is about …

… exposing the knobs 
of responsibility to 
people





Data-centric AI & responsible data management



  

http://r-ai.co/ukraine

http://r-ai.co/ukraine


Data-centric AI & responsible data management

[Stoyanovich, Abiteboul, Howe, Jagadish, Schelter; Comm. ACM 2022]



Data-centric AI & responsible data management

[Stoyanovich, Abiteboul, Howe, Jagadish, Schelter; Comm. ACM 2022]



Grounding: Bias in computer systems

Pre-existing: independent of the technical 
system, has origins in society

Technical: introduced or exacerbated by the 
properties of the technical system

Emergent: arises due to the context of use

[Friedman & Nissenbaum, 1996]



Example: Taming technical bias

Goal: design a model to predict 
appropriate level of compensation for 
job applicants

Problem: accuracy is lower for 
applicants who have more experience 
on the job - a fairness concern



Missing values imputation

are values missing at random (e.g., gender, 
age, years of experience, disability status on job 
applications)?

are we ever interpolating rare categories (e.g.,
Native American)

are all categories represented (e.g., non-binary 
gender)?



Data filtering

operations like selection and join, can 
arbitrarily change demographic group 
proportions



Data distribution debugging

[Grafberger, Stoyanovich & Schelter; CIDR 2021 & SIGMOD 2021]

[Grafberger, Groth, Stoyanovich & Schelter; VLDB J 2022]



Shades-of-NULL: A missing value imputation benchmark

[Arif Khan, Herasymuk, Protsiv, Stoyanovich; arXiv 2025]



Shades-of-NULL: Evaluation scenarios

● Missingness: MCAR, MAR, MNAR

● Missingness as a form of bias

● Mixed missingness

● Missingness shift

● Socially-salient evaluation 
scenarios

[Arif Khan, Herasymuk, Protsiv, Stoyanovich; arXiv 2025]



Shades-of-NULL: Missingness in context

[Arif Khan, Herasymuk, Protsiv, Stoyanovich; arXiv 2025]



Virny: Responsible model selection

[Herasymuk, Arif Khan, Stoyanovich; SIGMOD 2024]



Virny: Responsible model selection

● Measures accuracy, fairness, stability, uncertainty – overall & by group

● Supports multiple sensitive attributes and their intersections

● Offers diverse metric computation interfaces for in-depth profiling of 
model performance

[Herasymuk, Arif Khan, Stoyanovich; SIGMOD 2024]



Virny: Measuring arbitrariness & uncertainty

[Herasymuk, Arif Khan, Stoyanovich; SIGMOD 2024]



Virny: Model selection

[Herasymuk, Arif Khan, Stoyanovich; SIGMOD 2024]



Virny: Model nutritional label

[Herasymuk, Arif Khan, Stoyanovich, SIGMOD 2024]



Virny: ongoing work

● Speed up responsible model 
selection - VirnyFlow

● Integrate multiple of model 
performance objectives into 
hyperparameter optimization -
VirnyFlow

● Assess the impact of ML lifecycle 
stages on different aspects of 
model performance -
Shades-of-NULL



Transparency & explainability

31



S H A P attack!

bucketized age (12 equi-width 
intervals) value: low importance 
(-0.16)

[Hwang, Bell, Fonseca, Pliatsika, Stoyanovich, Whang; FAccT 2025]

continuous age value: most 
important feature (-0.59)



ShaRP: Explaining ranked outcomes



Example: CSRankings

https://csrankings.org/

https://csrankings.org/


Feature contributions to score vs. rank

Texas A&M, score quantity of 
interest: Interdisciplinary i s most 
important

Texas A&M, rank quantity of 
interest: Systems i s most 
important

[Pliatsika, Fonseca, Akhynko, Shevchenko, Stoyanovich; arXiv 2024]



Feature contributions to the top-20

[Pliatsika, Fonseca, Akhynko, Shevchenko, Stoyanovich; arXiv 2024]



Feature contributions: Pairwise outcomes

[Pliatsika, Fonseca, Akhynko, Shevchenko, Stoyanovich; arXiv 2024]



Privacy & data protection

38



Epistemic parity

39



Epistemic parity: The workflow

[Rosenblatt et al., VLDB 2023]



Epistemic parity: Results

[Rosenblatt et al., VLDB 2023]



Algorithmic fairness

42



Fairness as equality of opportunity (EO): The principles

fair contests (non-discrimination) fair life chances (leveling the playing field)

43



Fairness as equality of opportunity (EO): The domains

44

fairness in
developmental
opportunities

fairness at a 
decision point

{
comparable

opportunities
over a lifetime{



Fairness in ranking



Classification of fair ranking methods



Responsible AI is about …

… exposing the knobs 
of responsibility to 
people



We need (responsible) AI education & training for everyone!



  



 



Education & training: students (since 2019)

Audience: undergraduate and graduate students in 
data science, computer science

Prerequisites: introduction to data science or 
computer science (not machine learning!)

Challenge: reconcile technical training with 
interdisciplinary ethical concerns

Bonus: uses many of the technical tools I’ll discuss 
today, all course materials are open

http://r-ai.co/education
[Lewis and Stoyanovich; IJAIED 2022] 51

http://r-ai.co/comics


Practitioner training

[Stoyanovich, de Paula, Lewis, Zheng; EAAI 2025] 52



Practitioner training

[Bell and Stoyanovich, EAAI 2025] 53



We are AI: Taking control of technology

http://r-ai.co/We-are-AI

[Stoyanovich, Lewis, Corbett, et al., EAAI 2025]

http://r-ai.co/We-are-AI


We are AI comics

http://r-ai.co/comics

http://r-ai.co/comics


We are AI comics / Spanish

http://r-ai.co/comics

http://r-ai.co/comics


We are AI comics / Ukrainian

http://r-ai.co/comics

http://r-ai.co/comics


 

http://r-ai.co/AllAboard

http://r-ai.co/AllAboard


  

http://r-ai.co/alice

http://r-ai.co/alice


Looking ahead: A responsible AI “Sputnik” moment

● Robust trustworthy AI 
cyberinfrastructure - the NAIRR

● Responsible data engineering tools 
and primitives across the lifecycle

● Data protection tools, primitives, 
guardrails

https://science.house.gov/2025/4/deepseek-a-deep-dive

https://science.house.gov/2025/4/deepseek-a-deep-dive


Looking ahead: A responsible AI “Sputnik” moment



What need education and practitioner training on RAI

It’s more expensive to do things right (i.e., responsibly) than to do them somehow. Small and 
medium-sized businesses that develop and/or use AI need support, training, tools, data, 
compute, infrastructure.



What need AI literacy for everyone!

Many of us are passionate about AI literacy, and have invested time and effort into pilot projects.
And now, we need to scale up and scale out.



Thank you to my collaborators!

● Serge Abiteboul
● HV Jagadish
● Bill Howe
● Sebastian Schelter
● Steven Whang
● Joshua Loftus
● Daniel Dominguez
● Armanda Lewis
● George Fletcher
● Andrew Bell
● Lucas Rosenblatt
● Lucius Bynum
● Falaah Arif Khan
● Venetia Pliatsika
● Joao Fonseca
● Stefan Grafberger
● Ke Yang

● Rodrigo Kreis de Paula
● Chloe Zheng
● Yuval Moskovitch
● Meike Zehlike
● Tetiana Zakharchenko
● Denys Herasymuk
● Nazar Protsiv
● Nazar Drushchak
● Katia Akhynko
● Ivan Shevchenko
● Matvii Prytula
● Olha Nahurna
● Anastasia (Stacy) Holovenko
● Andrii Stadnik
● Taras Rumezhak
● Oleksandra Konopatska
● Daniel Hwang



Thank you!
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