/

N A
1}%\ / N
‘ / N
Patterns

and Perspectives
in Environmental
Science

NATIONAL SCIENCE BOARD 1972



Patterns

and Perspectives
in Environmental
Science

Report Prepared for the
National Science Board
National Science Foundation
1972



Library of Congress Catalog Card Number 73-600219

For sale by the Superintendent of Documents. U.S. Government Printing Office. Washington. D.C. 20402
Price: $7.30 Stock Number 3800-00147



FOREWORD

This report has been prepared as a companion volume, a
supplement to the third annual report of the National Science Board,
Environmental Science—Challenge for the Seventies (NSB 71-1),
which was transmitted to the Congress by the President in June
1971. It contains much of the information and interpretation that
formed the basis for the conclusions and recommendations of the
annual report.

The present document makes no attempt to present a complete
view of environmental science or a coherent description of the natural
environment. These undertakings would be both impracticable and
overambitious within the confines of a single volume. Rather, this
volume is a compendium of the views and judgments of a large
number of scientific leaders, addressed to a broadly representative
array of topics that serve to illustrate, but not define, the scope and
nature of environmental science today.

The National Science Board is deeply grateful to these many
individuals for their thoughtful, candid, and sometimes controversial
opinions. In some cases the views expressed are in conflict with
others contained in the report itself or held by other members of the
scientific community. Hopefully these conflicting views will chal-
lenge scientists to resolve these differences and will point out that
there are, in fact, many areas in environmental science that demand
substantial investigation before any degree of adequate understand-
ing is achieved. It is these differences that contribute significantly
to the “patterns and perspectives” and help to identify directions of
needed scientific advance.

In accepting this report and recommending its publication, the
Board does not endorse all views contained herein, but hopes that
the report will prove informative to the general reader, that it will
provide useful insights to assist policymakers, whether in govern-
ment or in private institutions, and that it will contribute to the
discussions of scientists—students, teachers, and other professionals
—who are most intimately concerned with the status and future
progress of environmental science.

Mo eao

H. E. Carter
Chairman,
National Science Board
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INTRODUCTION

A report on environmental science is at best
a risky undertaking. As was noted in the third
report of the National Science Board, Environ-

mental Science—Challenge for the Seventies
(NSB 71-1):

Environmental Science is conceived . . . as
the study of all of the systems of air, land,
water, energy, and life that surround man.
It includes all science directed to the system-
level of understanding of the environment,
drawing especially on such disciplines as
meteorology, geophysics, oceanography, and
ecology, and utilizing to the fullest the
knowledge and techniques developed in such
fields as physics, chemistry, biology, mathe-
matics, and engineering.

Indeed, the natural environment is so all-encom-
passing, so complex, that any attempt at exposi-
tion would appear doomed from the outset.

This report has a more limited, but per-
haps more crucial, purpose: to assemble, in
one place, enough material to permit the iden-
tification of fundamental patterns that might
help in appraising the status of environmental
science today. It seeks a basis for tentative
assessments of:

1. The availability of essential data and
successful theoretical formulations;

2. The present capability of environ-
mental science to predict future events; and,
hence,

3. The capacity of science to serve
society in its growing concern with the condi-
tion of the natural environment and what man
is doing to it.

To achieve this end, many leading environ-
mental scientists were asked by the National
Science Board to prepare informal statements on
specific, assigned topics covering a representative
sample of environmental phenomena. They were

asked to include their personal opinions and judg-
ments on the current status of scientific knowl-
edge and understanding. This volume comprises
a selection among the responses to those requests.

In order that the document not be mis-
understood, or be judged with reference to
inappropriate criteria, several important ca-
veats need to be stated.

First, no attempt has been made to provide
a complete description of the natural environ-
ment. Rather, the topics have been selected to
illustrate a fundamental feature of environmental
science—namely, that interactions prevail among
all environmental regimes.

Second, the report does not attempt a defini-
tive scientific review of environmental science.
Such a review, representing the consensus of
informed opinion, is probably not possible today
and, at the very least, could not be undertaken
without a massive team effort. Nor does the
report attempt to duplicate the many excellent
surveys that continue to be prepared on the status
of individual disciplines within the “environ-
mental sciences.”

Third, this volume is not primarily concerned
with pollution, a subject of enormous environ-
mental concern but one that is receiving extensive
attention in many other places.

Fourth, in preparing this report for publica-
tion, it has not been feasible to update the original
papers. Thus, the material is now nearly two
years old. In most instances this does not affect
the conclusions presented, even though advances
in environmental science are being recorded at an
increasing rate.

Finally, it has been assumed, as a matter of
policy, that all the material included in this report
has a reasonable scientific basis, even though
some of the opinions expressed may cause con-
troversy among specialists, both contributors and
others. In certain instances, differences of opinion
will be observed in statements devoted to the

vii



same topic. It is hoped that any resulting con-
troversy or disagreement will help to illustrate
the present status of environmental science and,
indeed, to generate constructive and extensive
discussion among scientists.

Specific attribution of papers and asso-
ciated illustrative material has been deliberately
avoided. The exigencies of the publishing sched-
ule have not permitted authors an opportunity to
review the edited product, and, where consistency
could be assured, material from two or more
papers have been combined; thus, while every
effort has been made to retain scientific accuracy
and individual style, authors should not be ex-
pected to bear individual responsibility for the
final version. Furthermore, in order to encourage
candid opinions, contributors were told from the
first that informality was sought and that indi-~
vidual acknowledgments would not be made.

“Patterns and perspectives” in environ-
mental science begin to emerge from a reading
of the various papers in this report. Several ques-
tions recur. How adequate are the experimental
data that comprise an essential underpinning for
scientific progress? To what extent does a satis-
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factory theoretical structure exist, as distinct from
a largely qualitative understanding? How mature
are attempts at mathematical modeling? How
adequate is the scientific basis for environmental
control? Has environmental science reached the
point where regulatory standards can be formu-
lated in terms of demonstrated benefits and
costs to society? What further scientific activity
is needed? What needs to be done?

The National Science Board, in its third re-
port, sought the broad outlines of the answers to
such questions at this point in time. Its findings
and recommendations comprise the first volume
of the third report, a summary of which is
appended. It is hoped that the publication of
these papers—the raw material, so to speak—
will help to generate further discussion of the
topics covered and their implications for environ-
mental science as a whole, its organization and
staffing, its choice of priorities, its methods of
investigation, and the extent of established infor-
mation and theory that can serve as the founda-
tion of future progress. In this case, as in so
many others, discussion and controversy are an
important prelude to action.
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ELEMENTS OF THE SOLAR-TERRESTRIAL SYSTEM

The natural environment of man
consists of a single, gigantic system,
all of whose parts continuously in-
teract. It has been customary over
the centuries to view certain of these
parts in isolation: the atmosphere of
winds and moisture; the hydrosphere
of oceans, lakes, rivers, and ground-
water; the biosphere of living things;
and the lithosphere, or the crustal
portion of the “solid” earth. Only
during recent decades has a general
awareness been developing that the
behavior of each of these parts is
fundamentally influenced, and indeed
frequently controlled, by the behavior
of the others. Even less apparent to
many has been the role of the more
remote parts of our environment: {a)
the deeper reaches of the earth that
lie beneath the crust, and (b) the vast
region that extends from the upper
levels of the atmosphere to the sun —
and even beyond to the sources of
much of the cosmic radiation that
continues to bor-hard the earth. The
latter is designated here as the solar-
terrestrial system” and forms the
starting point of this review of the
status of environmental science. The

system can be divided conveniently
into five parts:

The Sun — an undistinguished star,
but the principal source of the energy
that drives our environmental system.

The Interplanetary Medium — pre-
viously considered a vacuum, this
enormous region between the sun
and the near-earth environment is
now known to be filled with matter,
largely electrons and protons (hy-
drogen nuclei), originating in the
outer reaches of the solar atmosphere
(the “corona”) and rushing outward
at great speeds as the “solar wind.”

The Magnetosphere — that region
of space in which the earth’s magnetic
field dominates charged-particle mo-
tion. An enormous storehouse of
solar energy, the magnetosphere is

bounded, on the sunward side, by
the “magnetopause,” which is the in-
ner boundary of a transition region
(the “magnetosheath’”) beyond which
lies the solar wind. In the direction
away from the sun, the magneto-
sphere stretches beyond the orbit of
the moon in a long tail, like the tail
of a comet.

The Ionosphere — a region con-
taining free electrically charged par-
ticles by means of which radio waves
are transmitted great distances around
the earth. Within the ionosphere are
several regions, each of which con-
tains one or more layers that vary
in height and ionization depending
on time of day, season, and the solar
cycle.

The Upper Atmosphere — an elec-
trically neutral region, whose chief
characteristics derive from the ab-
sorption of solar ultraviolet radiation.
The upper atmosphere (the “thermo-
sphere” and “‘mesosphere’) overlaps
the lowest level of the ionosphere
but also extends below it. Near 50
kilometers from the earth, at the
“stratopause,” the upper atmosphere
gives way to the atmosphere lay-
ers that immediately surround the
earth (the “stratosphere” and ""tropo-
sphere”).

This enormous volume of space is
matched by the great range of physi-
cal mechanisms that occur. In the
closer regions of the upper atmos-
phere, solar-terrestrial science is con-
cerned with many of the concepts
that meteorologists have evolved in
dealing with the weather systems of
the lower atmosphere; at the outer
extremes, the methods of astrophysics
and high-temperature plasma physics
must be utilized. The status of solar-
terrestrial science is thus strongly de-
pendent on the specific phenomena
being considered, for scientific prog-
ress has not been uniform across this
complex system.

At the same time, the solar-terres-
trial system, considered as a whole,
is both the source of beneficial radia-
tion, without which life itself could
never have developed on the earth,
and the mechanism for controlling
harmful radiation. Without this con-
trol mechanism, life could not long
survive. The whole range of solar-
terrestrial relationships is therefore
of the greatest environmental con-
cern.

The past twenty years have pro-
duced a wealth of detail and at least
partial understanding of the activity
going on in this region. The knowl-
edge has not produced quantitative
models of the dynamical effects on
the earth environment. The effects
are too complicated —in the same
way that weather is still too com-
plicated for satisfactory quantitative
modeling. But the knowledge informs
us about what is happening, allowing
us to understand the effects and to
avoid them in some cases, thus per-
mitting intelligent planning for the
future.

The Sun

A powerful source of energy, gen-
erated by thermonuclear processes,
the sun can nevertheless be expected
to remain in its present condition,
emitting radiation at a more or less
constant rate, for an extremely long
time. This surmise is based on astro-
nomical observations of stars similar
to the sun. Scientific attention is
therefore directed principally to as-
pects of solar activity, and its attend-
ant radiation, that are more variable
in time.

Most of the variability in solar
radiation is associated with (a) the
11-year solar-activity (or sunspot)
cycle, (b) the “active regions” that
are often displayed at the peak of
the cycle and are the source of intense
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fluxes of extreme ultraviolet (EUV)
radiation, X-rays, and energetic par-
ticles (chiefly protons and electrons),
and (c) the “solar flares” that burst
forth from within these active re-
gions. (See Figure I-1)

None of these three phenomena is
well understood and the outstanding

questions about the sun at present
are:

1. What is the basic reason for the
11-year solar-activity cycle?

2. What are the mechanisms un-
derlying the emission of the
more “‘exotic” portions of the
spectrum — i.e.,, X-rays and

Figure 1-1 — SOLAR FLARE

Solar flares usually lasting only a few minutes form very rapidly in disturbed re-
gions around sunspots. Flares occur quite frequently near the maximum of the solar
activity cycle and are related to catastrophic changes in the powerful magnetic fields

that are associated with sunspots.

EUV radiation at the short
wavelength end and radio
waves at the long end? Is
there anything that we should
know about such relatively un-
explored regions of the spec-
trum as the infrared and mil-
limeter-wave radiations?

3. What is the basic mechanism
responsible for solar flares?

The Eleven-Year Solar-Activity
Cycle — The basic mechanism that
produces this cycle is not known. It
is almost surely bound up with the
internal structure of the sun, which
will not be accessible to direct ob-
servation for the foreseeable future.
Thus, the answer to the first question
is not likely to be reached with any
degree of certainty for a considerable
time, although theoretical mechanisms
to explain solar activity should be
generated and tested as far as pos-
sible against observation. It remains
the most basic of all outstanding
questions of solar physics.

Active Regions — There is more
hope that a solution will ultimately
be found to the problem of growth
of individual active regions, as well
as the occurrence of flares within
these regions. It is known, for ex-
ample, that magnetic fields play an
important role in the associated en-
hanced ultraviolet and X-ray emis-
sions, in the growth of sunspots
(around which magnetic fields at-
tain strengths as great as 1,000
gauss), and in the sudden birth of
flares. Observations suggest that re-
gions of strong magnetic field are
carried outward by convection from
the interior of the sun. When these
magnetic fields break through the
visible surface, we see their effect
in the form of active regions and
sunspots. As the magnetic fields ex-
tend outward into the solar atmos-
phere, they encounter less and less
material. Flares originate at some
location within this outer solar at-
mosphere.

It is, thus, likely that answers to
the second question posed above will



come eventually from a gradual ex-
tension of present work, in the form
of refinement of satellite and space-
probe observations and the continua-
tion of the ground-based observations
that have provided the core of our
knowledge about the sun.

Solar Flares — Solar flares are
cataclysmic outbursts of radiation,
similar to those generally observed
from active regions, but in immensely
greater quantities and with much
higher energies. Fortunately, individ-
ual flares are short-lived (of the order
of an hour at most), and the most
intense ones are quite rare, even at
the peak of the solar cycle.

The effects of flares on the near-
earth environment make them by far
the most important solar phenom-
enon. The sudden surges of radiation
they produce constitute a major haz-
ard to manned space flights and a
hazard of uncertain magnitude to
the passengers and crew of super-
sonic-transport aircraft on transpolar
flights, where natural solar-radiation
shields are less effective than else-
where. Flares also increase the elec-
trical conductivity of the lower part
of the earth’s ionosphere, giving rise
to severe interruptions of radio and
telegraph communications, particu-
larly at high latitudes.

Considerable progress in predict-
ing major solar flares has been made
through observations of time varia-
tions of the magnetic field configura-
tion within known active regions in
the lower solar atmosphere. While
improvements in empirical forecast-
ing techniques of this kind can be
expected, truly accurate predictions
must await an understanding of the
basic physical mechanisms respon-
sible for the development of a flare.
Many promising suggestions have
been put forward, but none has proved
entirely satisfactory. Some think a
flare is caused by the annihilation of
magnetic fields. Another interesting
possibility has emerged from satellite
probes of the "auroral substorms”
that occur in the earth’s outer mag-
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netosphere (see page 8). There is
an apparent analogy between many
of the observed radiation character-
istics of these substorms and those
of solar flares, opening up the pos-
sibility that their mechanisms are
basically similar, though with modifi-
cations appropriate to the different
solar environment.

Other Research Needs — Solar
EUV radiation is largely responsible
for the existence of the earth’s iono-
sphere, and the broad nature of that
responsibility is now fairly clear.
Many of the details, however, re-
main beyond our grasp. The de-
tailed structure of the sun’s radiation
spectrum in the EUV and X-ray
regions, the points of origin of these
radiations at the sun, and the mech-
anisms responsible for producing
them are still areas of considerable
uncertainty. Much progress is likely
to come from the satellite and space-
probe programs aimed at long-term
monitoring of solar radiation in these
wavelength regions with high an-
gular resolution.

The Interplanetary Medium

The broad features of the inter-
planetary medium are known and
understood. (See Figure 1-2) Inter-
planetary space is in fact filled with
material, or plasma, from the outer
reaches of the solar atmosphere (the
“corona”). It is made up for the
most part of electrons and protons
(hydrogen nuclei), with small quan-
tities of helium and traces of heavier
nuclei. As a result of the instability
of the outer solar corona against
expansion, this material is rushing
outward from the sun at speeds of
the order of 400 kilometers per sec-
ond, forming the "’solar wind.”

Many important details are still
missing from this picture, however.
For example, solar-wind matter is
believed to constitute a sample of
the material that exists in the upper
solar corona. After a solar flare has
erupted, however, the nuclear com-

position of the solar wind has been
seen to change quite suddenly to one
that contains up to 20 percent helium,
with appreciable amounts of heavier
elements. This material is probably
that of the lower solar atmosphere,
near the base of the corona or in the
chromosphere, where flares originate.
Spacecraft are providing an oppor-
tunity to study fairly directly these
interesting differences in the chemical
composition of different regions of
the sun itself. Comparison of solar-
wind compositions with the terres-
trial composition may produce in-
sights into how the earth and solar
system were formed.

“Collisionless” Shock Waves —
Another important area for study is
the reason for the fluid-like behavior
of the solar wind. In conventional
fluids, particles interact by collisions,
but collisions between individual
solar-wind particles are extremely
rare. Nevertheless, the solar wind
displays many of the properties of
a continuous fluid. In particular, the
wind’s outward expansion is super-
sonic, in the sense that its speed
relative to the sun and planets is
greater than the speed with which
waves can propagate through the
medium. As it sweeps past any solid
body in the solar system, the wind
forms a standing shock wave up-
stream of the body, analogous to the
shock wave ahead of an aircraft in
supersonic flight. The width of the
wave that forms around the earth
is determined by the outward extent
of the earth’s magnetic field, rather
than by that of the solid earth itself,
because the material in the solar
wind, being a good electrical conduc-
tor, is strongly affected by magnetic
fields. The earth’s shock wave is
much larger than that formed around
other, more weakly magnetized bod-
ies like the moon, Venus, and Mars.

Collisionless shock waves are phe-
nomena that may have an important
bearing on our understanding of the
basic plasma physics that holds the
key to controlled thermonuclear fu-
sion. They have been difficult to
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Figure -2 — THE INTERPLANETARY MEDIUM
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In addition to visible radiation, both steady and sporadic electromagnetic emissions
from the sun extend over a large range of wavelengths (radio to X-ray). Low energy
charged particles in the expanding outer corona form the solar wind which, together
with the extended solar magnetic field, dominates the environment of the interplane-
tary medium. Occasionally, great flares in active regions emit charged particles of

cosmic ray energy.

produce under laboratory conditions,
and their properties even harder to
measure, because the probes used
have generally been larger than the
thickness of the shock wave itself,
Now, however, the shock wave on
the sunward side of the earth’s mag-
netosphere provides a natural labora-
tory for studying collisionless shocks;
space-probe techniques, in which the
probe dimensions are much smaller
than the shock thickness, are likely to
produce a great deal of valuable
information.

The Interplanetary Magnetic
Field — The solar-wind material is
permeated by a weak magnetic field,
also of solar origin. This interplan-
etary magnetic field plays an impor-
tant role in guiding the highly
energetic flare particles toward or
away from the earth. The detailed
behavior of the field is exceedingly
complex, however, and not well un-
derstood. Furthermore, the picture is
complicated by the often irregular,
or “turbulent,” structure of the mag-
netic field, which causes particles to

diffuse outward from the sun much
as chimney smoke diffuses in the tur-
bulent atmosphere. This turbulence
is highly variable and depends on the
general background of solar activity
at any particular time.

Since the effects of energetic par-
ticles reaching the vicinity of the
earth are generally undesirable, an
ability to predict their arrival would
be useful. One fact that helps in
their prediction is that, because the
sun rotates, interplanetary magnetic
field lines stretch out in a spiral,
much like water drops from a rotating
garden sprinkler. Hence, the earth is
connected magnetically to a point
well to the western side of the sun’s
visible disc rather than to the center,
and intense flares originating in the
western portion of the disc are more
likely to produce serious effects than
those erupting in the eastern portion.
Nevertheless, a great deal more work,
both observational and experimental,
is needed to lay the foundation for
accurately predicting the arrival of
potentially harmful particles.

Blast Waves — Major solar flares
are accompanied by blast waves
which move out from the sun at
speeds of the order of 1,000 kilo-
meters a second, sweeping the am-
bient solar-wind plasma ahead of
them and bringing in their train a
greatly enhanced solar-wind flow.
The more intense blast waves are
not appreciably affected by inter-
planetary conditions. As the blast
waves encounter the earth, they pro-
duce major effects on the magneto-
sphere, giving rise to worldwide
magnetic storms and visible auroras
(often at much lower latitudes than
the conventional auroral zones). They
also provide the most important
sources of fresh material for the
radiation belts that surround the
earth.

Ability to predict these effects is
a matter of some practical impor-
tance, since serious interruptions in
radio communications and even in
domestic power supplies may result.



Short-term prediction of blast waves
is not too difficult, since the appear-
ance of an intense flare on the sun
gives one or two days advance warn-
ing. Longer-term prediction is in-
volved with the problem, discussed
earlier, of long-term prediction of
flares themselves; this problem re-
mains unresolved due to our relative
lack of understanding of the basic
mechanisms underlying solar activity.

In general, the major practical re-
sult of increasing our knowledge of
the interplanetary medium would be
an improved ability to predict solar-
flare particle effects in the vicinity
of the earth. Basic advances in our
understanding of the processes gov-
erning collisionless plasmas, and of
the origin of the solar system itself,
are ‘also likely consequences, and
should be pursued.

The Magnetosphere

The magnetosphere (see Figure I-3)
is the outer region of the earth’s
ionized atmosphere, in which the
medium is sufficiently rarified that
collisions between charged and neu-
tral particles can be neglected and
the behavior of the charged particles
is dominated by the earth’s magnetic
field. It can be regarded as the region
in which control of the environment
by the solar wind gives way to con-
trol by the earth. As such, it is an
enormous storehouse of solar energy,
extending out to a distance of some
10 earth-radii in the direction of the
sun and to a much greater distance,
perhaps as much as 1,000 earth-radii,
in the opposite direction.

The magnetosphere extends from
the “magnetopause,” where the geo-
magnetic field terminates, down to
a height of about 250 kilometers
above the surface of the earth, and
thus includes a large part of the con-
ventional ionosphere. This section
will be devoted to the outer regions
of the magnetosphere proper; the
inner portion will be treated as part
of the ionosphere in the next section.
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The Sunward Side — The mag-
netopause marks the true boundary
between the plasma originating at
the sun and that belonging to the
earth. On the sunward side of this
boundary lies the immense shock
wave described in the previous sec-
tion, which stands some 15 earth-
radii out from the center of the
earth, as well as a region about 5
earth-radii thick known as the “mag-
netosheath”; the latter is made up
of solar-wind plasma that has been
disoriented by passage through the
shock wave, together with tangled
irregular magnetic field.

The existence of something like
the magnetopause had been predicted
theoretically long before the Space
Age; its existence has now been

verified by satellites and space-
probes carrying magnetometers. But
many of its observed properties re-
main puzzling. Furthermore, most
of the observations have been con-
fined to near-equatorial regions, while
many of the important problems of
energy transfer from the solar wind
to the magnetosphere hinge on the
existence and properties of the mag-
netopause over the polar caps. Here
practically no information exists.

The Geomagnetic Tail — The con-
figuration of the outer magnetosphere
in the direction pointing away from
the sun is quite different from that
in the solar direction. Instead of
being compressed by the solar wind
into a volume sharply bounded by

the magnetopause, the magneto-
Figure 1-3 — THE MAGNETOSPHERE
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moon’'s orbit intersects the plane containing the sun-earth line and geomagnetic axis.
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sphere in the anti-solar direction is
stretched out by the action of the
solar wind into a long “tail,” much
like the tail of a comet. The geo-
magnetic field lines are straight, with
the field itself directed away from
the earth (and the sun) in the south-
ern half and toward the earth in the
northern half.

The geomagnetic tail is now rec-
ognized to play a vitally important
intermediate role as a reservoir of
stored solar-wind energy. Its for-
mation requires some form of energy
transport across the boundary be-
tween the magnetosphere and the
solar wind, but whether this transport
is accomplished by a process analog-
ous to viscosity in a fluid, or by the
coupling together of geomagnetic and
interplanetary magnetic fields, or by
some more exotic process is not yet
known.

Equally mysterious are the pro-
cesses by which the tail releases en-
ergy. While some of the enormous
energy stored in the tail is continually
being drained into the earth’s at-
mosphere, the most dramatic releases
are associated with relatively short
bursts, known as auroral substorms,
which can recur at intervals of a
few hours. They are accompanied
by disruptions of radio communica-
tions and surges on long power lines
that can result in power outages.
Associated increases in radiation-belt
particle fluxes shorten the lives of
communication satellites by degrad-
ing the performance of the solar cells
on which their power supply depends.

As noted earlier, the substorms are
thought to have many analogies to
solar flares. An understanding of
their mechanisms may thus lead to
an understanding of the flare mech-
anism. This understanding is vital
to our future ability to predict the
whole gamut of solar-terrestrial phe-
nomena that affect communications
and power supplies and may also
provide some insight into the plasma-
confinement mechanisms that are
needed to achieve controlled thermo-

nuclear fusion. Fortunately, the sub-
storm mechanism can be studied di-
rectly through satellite probes of the
tail region in which the release of
energy takes place.

Radiation Belts — The great en-
ergy released in the form of an
auroral substorm also serves to re-
plenish the radiation belts that sur-
round the earth with magnetically
trapped particles. The discovery of
these belts was the first dramatic
result of the Space Age in terms of
exploration of our near-space envi-
ronment. A broad mapping of their
structure and behavior has now been
obtained, although no complete ex-
planation yet exists of the sources
of the belts or of their dynamic
behavior. At first the belts were
thought to be fairly static and well-
behaved. Nature seemed to have pre-
sented us with an example of stably
confined high-temperature plasma.
It is now clear, however, that the
individual particles in the outer por-
tions of the belts are continuously
experiencing a variety of processes,
including convection in space, accel-
eration, and precipitation into the
atmosphere. Plasma instabilities of
some kind associated with the growth
of hydromagnetic and electromag-
netic waves in the magnetosphere
seem to be of major importance.
Similar instabilities have prevented
the confinement of high-temperature
plasmas in the laboratory.

The Plasmapause — In addition to
confining the magnetosphere to a
sharply bounded cavity on the sun-
ward side, and stretching it out into
a long tail in the anti-solar direction,
the solar wind apparently generates
a vast system of convection that
affects the plasma throughout the
outer magnetosphere. This convec-
tion system pulls plasma from the
sunward side of the magnetosphere
over the top of the polar caps into
the tail, where a return flow carries
it back toward the earth, around the
sides, and back out to the front of the
magnetosphere.

Another of the great boundary
surfaces of the magnetosphere, known
as the ““plasmapause,” marks the di-
viding line between plasma that is
influenced by this convection and
plasma that is tightly bound to the
earth and corotates with it. The
plasmapause generally lies some 4
earth-radii out from the center of
the earth above the equator, and
follows the shape of the geomagnetic
field lines from there to meet the
ionosphere at about 60° magnetic
latitude. In common with other mag-
netospheric boundaries, such as the
magnetopause, it is extremely well
marked, and the properties of the
magnetospheric plasma change
abruptly in crossing it.

Although the close relationship be-
tween the plasmapause and the bound-
ary of the convection region has been
fairly well established, several fea-
tures of the plasmapause remain un-
explained. These include the sharp-
ness of the plasma changes on either
side, the shape of the plasmapause
at any given instant, and its radial
motions in time. There is some
evidence that inward movements
of the plasmapause during magnetic
storms have a bearing on the so-
called ionospheric storms, when the
density of the mid-latitude iono-
sphere drops sharply, leading to a
deterioration in radio communication.
Experiments aimed at probing the
plasmapause are presently being
planned with the aim of improving
our understanding of the mechanisms
influencing its formation and its dy-
namic behavior.

The Ionosphere

The ionosphere (see Figure 1-4) is
defined here as the electrically charged
component of the earth’s upper at-
mosphere, consisting of free elec-
trons, heavy positively charged ions,
and a relatively small number of
heavy negatively charged ions. The
non-charged component — i.e., the
atmosphere itself — will be consid-
ered in the next section.
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Figura I-4 — THE IONOSPHERE
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The unfiltered ultr.aviolet and X-rays of the sun ionize many molecules, producing the
ionosphere. .The |o.nosphere has several layers, each characterized by a more or less
regular maximum in electron density. The difference between the day and night

profile is due to the availability of solar radiation.

Our understanding of the forma-
tion and behavior of the ionosphere
is considerably more advanced than
in the areas discussed previously.
Major  breakthroughs have been
made, particularly in the past two
decades, when direct probing through
rgckets and satellites has been pos-
sible. Nevertheless, as is usually the
case, increasing knowledge has raised
new and previously unsuspected
questions, some of which have con-
siderable practical importance.

.'l_"he ionosphere is conventionally
divided into three fairly distinct re-
gions:

1. The D region, lying between
about 60 and 95 kilometers al-
titude;

2. The E region, extending from
95 to about 140 kilometers; and

3. The F region, containing the
bulk of the ionization and ex-
tending upward from 140 kilo-
meters.

The E and F regions are capable of
reflecting medium- and short-wave
radio waves and thus permit long-
distance communication. The D re-
gion plays an important role in

propagating long waves, but it has
an undesirable effect on radio propa-
gation at the higher frequencies
through absorption of the radio-wave
energy.

The F Region — In the case of the
F region, where the concentrations
of free electrons reach their peak,
ionization is now known to be created
by EUV radiation from the sun. The
contributions of the various portions
of the solar spectrum within this
band are quite well understood. The
principal unknowns arise basically
from the fact that the atmosphere
at these altitudes is so rarified that
collisions between electrons, ions,
and neutral particles are extremely
rare, so that an individual electron
has a very long lifetime and can move
considerable distances from the re-
gion in which it is formed. As a
result, the electron concentration at
any given time and place is strongly
influenced by motions, including
winds, atmospheric waves, and dif-
fusion. Many of the anomalies in
the behavior of the F region, which
have been recognized since the early
days of radio propagation, are almost
certainly based on motions of this

kind.

Much of the current interest in the
F region is focused on the explanation
of these anomalies and the informa-
tion they can provide on the winds
of the outer atmosphere. One out-
standing anomaly is that the daytime
F region is usually denser in winter
than in summer, despite the decreased
sunlight available. Another is that
the F region tends to be maintained
throughout the long polar night when
the sun disappears completely for
long periods of time. This latter
phenomenon seems at least partly
due to bombardment of low-energy
particles from the outer magneto-
sphere, but movement of electrons
from lower latitudes probably also
plays a role.

The most powerful tool to emerge
in recent years for studying the F
region is the so-called incoherent
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(Thomson) scatter radar technique,
which allows direct ground-based
investigation of high-lying ionization.
This has added immensely to our
knowledge of the mechanisms in-
fluencing the F region. It has been
possible to measure not only electron
concentration, but also temperatures
of the different plasma components
and effects of electric fields in causing
motion of the plasma. Results from
existing and planned scatter radar
installations will undoubtedly add a
great deal to our knowledge of this
outermost region of our atmosphere,
and will, hopefully, lead to improve-
ments in our ability to predict
changes in radio propagation condi-
tions.

Two F-region phenomena are of
special interest at this time. These
are the "polar wind”’ and the “iono-
spheric storm,” both of which are
more than mere curiosities. The
polar wind, which has been predicted
on theoretical grounds but not yet
adequately verified observationally,
arises because of the existence of the
long geomagnetic tail described in
the previous section. The F-region
plasma can diffuse quite freely along
the direction of the earth’s magnetic
field, and as long as the field lines
loop back into the opposite hemi-
sphere of the earth no plasma is
lost thereby. In the polar regions,
however, the field lines are greatly
stretched by the solar wind and
eventually become lost in interplan-
etary space. When F-region plasma
travels out along these field lines, it
ultimately disappears. This outward
flow is expected to be at least partly
supersonic; it plays a large part in
the loss of the lighter constituents
(hydrogen and helium) from the at-
mosphere.

Ionospheric storms, by contrast,
have been recognized observation-
ally for many years but still have
no adequate theoretical explanation.
Over most of the earth they appear
as a rather rapid decrease in the
electron concentration of the F region,
accompanied by a corresponding in-
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ability to propagate radio signals that
normally propagate freely. Recovery
from this effect is much less rapid
than its onset. The ultimate explana-
tion for ionospheric storms may lie
in a combination of inward motion
of the plasmapause, discussed in the
last section, movement of the F region
caused by electric fields, and changes
in the photochemistry of the region.

The E Region — As one moves
downward from the peak of the F re-
gion, photochemistry becomes stead-
ily more important relative to motions
in determining the characteristics of
the ionosphere. The E region, which
is largely formed by solar X-radiation
together with some EUV radiation,
shows quite different characteristics
from the F region, and many of these
differences arise from photochemical
causes. Movements of the ionization
are still important, however, in that
they give rise to very substantial
electric fields and currents because
of the difference between the colli-
sion characteristics of electrons and
ions. In fact, the whole situation is
analogous to a dynamo, in which an
electrical conductor moves in a fixed
magnetic field and thereby generates
an electric field. For this reason, the
region is often referred to as the
”dynamo region’ of the ionosphere.

The E region is the seat of the
major current systems responsible for
surface magnetic-field variations. The
latter are particularly pronounced
near the magnetic equator, where the
magnetic field lines are horizontal,
and in auroral zones, where irregular
changes in ionospheric conductivity
are associated with particle bombard-
ment. The great concentrations of
ionospheric current in these regions
are known respectively as the "equa-
torial electrojet’” and the “auroral
electrojet’” by analogy with the jet
streams of the lower atmosphere.
While the broad reasons for the
existence of these electrojets are
fairly well understood, they still pre-
sent many puzzling features. The
growth of small but intense irreg-
ularities within and near the electro-

jets, in particular, presents a chal-
lenge in geophysical plasma physics
that has not yet been fully met.

The development of the thin, dense
layers of electrons known collectively
as ""sporadic E,”” once an outstanding
problem, now appears to be largely
explicable in terms of the interaction
of vertical wind shears with metallic
ions of meteoric origin. This problem
is not completely solved, however,
and is still an active field for theory
and experiment. The continuous in-
flux of meteoric material to the at-
mosphere has turned out to be quite
important to both the E and D re-
gions of the ionosphere. There are
many unanswered questions con-
nected with this meteoric material,
including its chemical composition,
its distribution within the atmos-
phere, and its ultimate fate.

The D Region — After years of
relative neglect, a great deal of inter-
est is presently focused on the D
region, which is the real meeting
ground between the lower and upper
atmosphere. It now appears certain
that many of the strange facets of
this region’s behavior are basically
due to meteorological effects con-
nected in as yet unknown ways with
the lower atmosphere. Thus, on cer-
tain winter days the D-region elec-
tron concentration rises abnormally;
this “‘winter anomaly” is associated
with sudden warmings of the strato-
sphere and mesosphere which are
probably connected with the break-
down of the polar winter vortex
of the general atmospheric circula-
tion. D-region electron concentra-
tions usually display a high degree
of variability during winter, while
they are relatively stable from day
to day in summer. These effects,
and others of a similar kind, are
currently arousing a great deal of
interest both among meteorologists,
who are extending their concepts
upward into this unexplored region
of the atmosphere, and among iono-
spheric workers, who are bringing
their interests downward.



The practical importance of the
D region arises from the fact that it
efficiently absorbs radio waves at the
higher frequencies (MF and HF), and
reflects them at the lower frequencies
(LF and VLF). Both of these proper-
ties are greatly modified by solar dis-
turbances, since the energetic radia-
tion and particles emitted from the
sun at these times penetrate through
the thin upper regions of the iono-
sphere and deposit most of their
energy in the D region. When in-
tense solar flares give rise to fluxes
of energetic solar protons, for ex-
ample, the protons are funnelled by
the earth’s magnetic field to the
polar regions, where they enter the
'atmosphere and create very intense
lonization in the 50- to 100-kilometer
altitude range. The consequent strong
absorption of HF radio waves (known
as "polar cap absorption’”) com-
pletely disrupts short-wave radio
communication over the polar regions,
sometimes for days on end. The X-
rays emitted from the same flares
cause mild, brief fadeouts that extend

over the sunlit hemisphere of the
earth.

While the problem of predicting
these effects is ultimately the prob-
%em of predicting intense solar flares,
it is also important to learn as much
as possible about the relationship
between the detailed characteristics
of individual flares and the nature
and magnitude of the ionospheric
fesponse. A great deal has already
been achieved in this area through a
combination of ground-based radio
observations and direct rocket and
s'altellite measurements of the radia-
tions and particles responsible.

Ionospheric Modification— One in-
teresting recent development is the
possibility of artificial modification of
the ionosphere. Research on this
problem is still in its infancy, but
success could lead to a major increase
In our ability to use the ionosphere
for radio-propagation purposes. Un-
controlled modification has been pro-
duced artificially by high-altitude
nuclear detonations; attempts are
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now being made to modify the iono-
sphere in more sophisticated ways
by releasing ion clouds from rockets
and by use of high-power radars on
the ground. This approach is likely
to lead eventually to greater insight
into the mechanisms that control
the natural ionosphere as well as
provide us with a new range of pos-
sible practical uses.

The Upper Atmosphere

This section deals with the neutral
gas of the upper atmosphere, as dis-
tinct from the electrically charged
component that forms the iono-
sphere. In terms of altitude, the two
overlap; indeed, they are closely
coupled together in many ways, so
that several of the problems men-
tioned in the preceding section are
inseparable from the problems of
the neutral upper atmosphere. The
neutral upper atmosphere also shows
a range of properties not directly
related to the ionosphere, however,
and those are the questions of con-
cern here.

Like the ionosphere, the neutral
atmosphere has long been divided
into altitude regions, based mainly on
thermal structure. (See Figure I-5)
The very lowest region of the atmos-
phere, in which the earth’s weather
systems are located, is known as the
troposphere; here the temperature
generally decreases with increasing
altitude. Above the tropopause the
temperature first remains constant
and then increases with increasing
altitude through the stratosphere,
terminating at a temperature maxi-
mum near 50 kilometers altitude
known as the stratopause. Above
this lies the mesosphere, a region of
decreasing temperature with height,
which extends to about 85 kilometers.
The temperature at the mesopause is
lower than anywhere else in the at-
mosphere, and can be below —150°
centigrade. Above the mesopause
lies the thermosphere, in which the
temperature steadily increases with
altitude, eventually reaching a fairly

steady value in excess of 1,000° cen-
tigrade. The warm regions of the
upper atmosphere owe their high
temperatures to the absorption of
solar ultraviolet radiation, by ozone
near the stratopause and by EUV
radiation in the thermosphere.

The Thermosphere — The intense
heating experienced by the thermo-
sphere must set up some kind of
circulation pattern, analogous to the
circulation of the lower atmosphere
but differing in many important re-
spects because of the extreme rarity
of the medium and the influence of
the ionosphere. Little is known about
this circulation, but the effects of the
variable heat input on the density
of the thermosphere can be directly
detected through changes in the or-
bital period of satellites that travel
through the upper thermosphere. As
solar activity increases, the thermo-
sphere heats up, expands outward,
and increases the frictional drag on
satellites, thereby appreciably short-
ening their lifetimes.

Thermospheric heating depends on
the structure of the sun’s EUV spec-
trum and its variability with solar
activity, neither of which is known
adequately, and on the constitution
of the upper atmosphere and the
manner in which the various atoms
and molecules absorb the radiation.
The non-uniformity of the heating
from equator to poles causes strong
temperature gradients which in turn
give rise to very strong winds. Some
of the properties of these thermo-
spheric winds have been inferred
from their influence on the F region
of the ionosphere, which is amenable
to exploration by ground-based ra-
dio sounding, but this information is
still very sparse.

The principal chemical components
of the thermosphere are atomic ox-
ygen, helium, and hydrogen; the two
latter, being the lightest constituents
of the atmosphere, tend to diffuse
toward the higher regions; atomic
hydrogen, in particular, is so light
that appreciable numbers of atoms
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Figure 1-5 — ATMOSPHERIC TEMPERATURE DISTRIBUTION
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the mid-latitude atmosphere. Lines ending with the word “pause” indicates the
boundary between two spheres. These boundaries are not always well established.

can attain escape velocity and leave
the earth entirely. The region in
which an atom can proceed outward
without colliding with other atoms is
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known as the exosphere, the true
outer limit of the neutral atmosphere.
The exosphere’s presence can be de-
tected from the ground because hy-

drogen scatters sunlight at night, but
its properties have been little ex-
plored.

The Mesosphere — This region,
which overlaps the D region of the
ionosphere, is the object of much
current interest. It is a region of
extreme complexity, in which mete-
orological phenomena, mixing, and
photochemistry all play a part. It
is made up mostly of molecular ni-
trogen and oxygen, just like the lower
atmosphere, but it contains many
minor constituents which, because of
their chemical reactivity or ready
ionizability, dominate the energies of
the region. Among these are ozone,
atomic oxygen, nitric oxide, water
vapor, and many others. The region
has proved extremely difficult to ex-
plore directly, since the atmosphere
is too dense to allow satellites to
remain long in orbit and too high
for the balloon techniques that are
used at lower altitudes. Most existing
information has come from rocket
soundings, but even here the prob-
lems are severe because of the com-
paratively high density and the fact
that rockets generally travel through
the region at supersonic speeds, cre-
ating shock waves that disturb con-
ditions locally.

The photochemistry of the region
has recently been under intensive
study, both through rocket experi-
ments and by way of laboratory
measurements of the rates of the
various key chemical reactions. A
broad picture of the important mech-
anisms is beginning to emerge, but
the roles played by transport and
movements in carrying constituents
from one point to another are still
largely unexplored. Of special im-
portance is the question of turbulence
in the mesosphere and its influence
on mixing of the various constituents.
Many of the problems of dispersing
pollutants in the lower atmosphere
arise from mechanisms similar to
those of distributing minor constitu-
ents in the mesosphere; many of the
photochemical reactions responsible
for smog formation are also the same.
Thus, the work presently being car-



ried out in the relatively less compli-
cated mesosphere may produce sig-
nificant insights into these practical
problems of the lower atmosphere.

Research Needs in the Upper At-
mosphere — The greatest single need
in this area of geophysics is for a
systematic exploration of the prop-
erties of the upper atmosphere using
rocket and satellite techniques. At
present we have only tantalizing
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glimpses of many of the important
features, and little or no information
on how they change with time of
day, season, solar activity, and al-
titude. The techniques exist, and
all that is required is a sustained
synoptic program aimed at studying
a variety of upper-atmosphere param-
eters simultaneously under a wide
range of conditions. Such a program
would add immensely to our knowl-
edge of the upper reaches of the

atmosphere, and of the mechanisms
occurring there that may be important
to our existence. Because of the
complexity of the region, single prob-
lems cannot be handled in isolation,
and there is a real need for a thor-
ough exploration of the entire region.
Some scientists believe, however, that
we now have enough general knowl-
edge of what goes on in space that
future studies should be limited and
carefully aimed at specific goals.

TERRESTRIAL EFFECTS OF SOLAR ACTIVITY

The sun and the motions of the
of the earth about it essentially de-
termine the earth’s climate. The time
of day and the season are associated
yvith well-known, normal variations
in the weather. Superimposed on
these regular patterns, however, are
extremely large deviations from cli-
matology. Some of these can be ex-
plained (and, hence, forecast with
some success) on the basis of physical
eguations; some are so irregular or
little understood as to require a

statistical and probabilistic approach
to prediction.

Advances in Forecasting Technique

Eor many decades, atmospheric sci-
entists attempted to relate solar
perturbations to terrestrial weather
features, with no significant success.
Until recently, the only data avail-
able to them were those collected
from ground-based observatories and
weather stations. When radio arrived
on the scene, scientists began to re-
late variations in radio propagation

to observed changes in the character
of the sun.

_ The Space Age produced a revolu-
tion in understanding and procedure.
It became clear that, in general, the
farther one moves away from the
troposphere, the more one’s environ-
ment is influenced by solar perturba-
tions. In the region above the meso-

pause, at about 80 kilometers from
the earth, variations in temperature
and density result almost entirely
from irregular solar emissions and
hardly at all from the moving pattern
of low-level cyclones and anticyclones.

These new insights — together with
the realization that men, equipment,
and their activities above the lower,
protective atmosphere are vulnerable
to (and may benefit from) environ-
mental changes — gave impetus to a
rush of new, very-high-altitude scien-
tific missions and related activities.
These include observations from rock-
ets, satellites, and improved ground-
based platforms; computerized data-
processing techniques; and prediction.

Solar Forecasting Services — At-
mospheric scientists, ionospheric and
solar physicists, and even astrono-
mers have shared in these new activi-
ties. But the atmospheric scientist, in
becoming involved with the expanded
environment, brings with him a spe-
cial point of view: he is vitally con-
cerned with data standardization, real-
time use and rapid transmission of
data, and the tailoring of his products
to operational needs. He brings added
emphasis with regard to synoptic cov-
erage. He uses meteorological tech-
niques in studying high-altitude vari-
ations such as anomalous variations
in neutral density. He even applies
Rossby’s concepts to circulation fea-
tures on the "surface’” of the sun.

A combination of the viewpoints
and methods of various kinds of sci-
entists has now brought a new and
important scientific service into being
— the solar forecast center. The first
such center was established by the
U.S. Air Force with a nucleus of
highly trained and cross-disciplined
scientists from the Air Weather Serv-
ice and the Air Force Cambridge Re-
search Laboratories; their mission was
to provide tailored, real-time support
to military operations affected by
the environment above the “classical
atmosphere.” The ionospheric-pre-
diction activity of the National Oce-
anic and Atmospheric Administration
(NOAA) has been enlarged to pro-
vide a complementary service for the
civilian community.

Major Problem Areas

Solar forecasting centers and other
such forecasting services undertake
to meet the needs of a variety of cus-
tomers, including radio communica-
tors, astronauts, and scientific re-
searchers. The most important areas
of interest for such customers are as
follows:

The Ionosphere — High frequency
(HF) (3-30 mHz) radio communica-
tions are widely used as an inexpen-
sive, fairly reliable means of trans-
mitting signals over long distances.
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The HF radio communicator therefore
requires long-range and short-term
forecasts of the specific frequencies
that will effectively propagate
throughout the day. This is known
as frequency management and means,
in short, the determination of the
frequency that can be used from a
particular transmitter to a particular
receiver at a particular time. Propa-
gation of the HF signal to a distant
receiver employs single or multiple
"reflections” from the ionosphere and
the earth. Since the state of the iono-
sphere is dynamic and highly respon-
sive to solar activity, the number of
usable frequencies depends on (a) the
intensity of ionizing solar ultraviolet
and X-ray emissions and (b) the de-
gree of disturbance of the magneto-
spheric-ionospheric environment.
These are in addition to such factors
as time of day, latitude, and equip-
ment characteristics.

The HF communicator also requires
forecasts and real-time advisories of
short-wave fadeouts caused by X-ray
emissions related to solar flares. If he
gets these, he can insure that alternate
means of communication (satellite or
microwave methods) are available for
use in sending the highest-priority
messages. He can also differentiate
between communication outages
caused by propagation and those
caused by equipment malfunction. If
he knows that an outage is due to
a short-wave fadeout, the communi-
cator can simply wait for his circuit
to return to normal to continue
low-priority traffic rather than take
time-consuming action to switch fre-
quencies.

Other solar-terrestrial disturbances
which disrupt communications, such
as "‘polar cap absorption” events,
geomagnetic-ionospheric storms, and
auroral and geomagnetic substorm
events, must also be forecast to allow
the communicator to prepare to use
alternate means of communication.

Finally, the communicator needs an
accurate and complete history of ion-
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ospheric disturbances to post-analyze
his system’s performance. Outages
that have been attributed to poor
propagation when no disturbances
were observed can then be identified
as being due to mechanical or pro-
cedural problems.

High-Altitude Density — Space
vehicles which spend all or part of
their orbits in the region from 100 to
1,000 kilometers above ground are
subject to significant drag from the
neutral atmosphere. The density of
this region and the resulting satellite
drag are dynamic parameters. Their
variations reflect heating of the high
atmosphere produced by solar ultra-
violet variations and corpuscular pre-
cipitations, mostly at polar latitudes.

Satellite drag perturbs the orbital
parameters of the vehicles and, in
turn, complicates cataloguing, track-
ing, and control. Density variations
can sometimes alter the orbit enough
to carry the vehicle out of an area of
scientific interest or otherwise de-
grade its mission. If mission con-
trollers are to be able to compensate
adequately for orbital changes, they
need the following:

1. A dynamic, accurate model of
the global distribution of at-
mospheric density throughout
the region of interest;

2. Accurate observations of such
parameters of the model as
ultraviolet flux, solar-wind en-
ergy, and density; and

3. Accurate forecasts of these pa-
rameters.

Space Radiation — Man in space
faces radiation hazards from galactic
cosmic rays, trapped radiation, and
storms of particles (mostly protons)
from solar flares.

Cosmic radiation is so penetrating
that there is no practical means of
shielding against it. Astronauts sim-
ply must live with it. Its intensity is

low enough that it does not pose a
serious hazard.

The trapped-radiation environment
of near-earth space, however, is so in-
tense that prolonged exposure would
be fatal. Consequently, mission plan-
ners avoid that region by orbiting
below it or arranging to pass through
it quickly.

Solar-flare radiation poses a threat
for a lightly shielded astronaut. The
threat is not especially significant,
however, because (a) major events
occur rarely, (b) the astronaut can be
shielded effectively from most of the
radiation (in effect, the Apollo com-
mand module is a “‘storm cellar”),
and (c¢) the astronaut can return to
the safety of a shielded vehicle before
significant doses have time to build

up.

Despite the rather low critical na-
ture of this hazard, certain space-
environment support is essential to
protect man effectively from the haz-
ards of solar-flare radiation. Mission
planners need forecasts of the likeli-
hood of a particle event to insure that
they have enough options available
in case an event occurs. Observations
of the flare radiation are needed to
alert the astronauts. Techniques are
required to project the course and
intensity of an observed event so that
the radiation threat can be accurately
assessed.

Today there is some concern over
the radiation hazard to passengers
and crew of supersonic transports,
especially for polar flights. Though
not completely resolved, it appears
that the threat is minimal, since solar
cosmic-ray events sufficiently intense
to cause undesirably high radiation
doses are exceedingly rare and prob-
ably occur less than once every ten
years. But forecasts, observations,
and alerts will be needed to insure
full protection. Warning systems are
being developed, but warnings are
unlikely to reach aircraft already in
polar regions unless communication



satellites can be used that are not
subject to the “polar blackout” that
accompanies any biologically danger-
ous particle flux.

Electromagnetic radiation from so-
lar flares can be observed by sensitive
radio receivers in the form of radio
"noises,” or interference, if the sun
happens to be in the direction that
the antenna is “looking.” Observa-
tions of the sun’s radio emission are
required to advise system operators
of the nature of the signal they are
observing.

General Observational Data— The
researcher needs forecasts and real-
time advisories of the occurrence of
selected solar and geophysical events
in order to schedule and conduct ex-
periments. He needs a consistent base
of comparable observational data that
can be vigorously examined for sig-
nificant relationships.

The State of the Art

To meet the needs of these various
operational and research communi-
ties, varied capabilities, skills, and
understanding are required. Individ-
ually or institutionally, the atmos-
pheric scientist and his colleagues
must provide the following:

1. Observations of the sun and
the space environment;

2. Rapid communications and data
processing;

3. Forecasts of significant solar
activity and geophysical re-
sponses.

In addition, they must have an un-
derstanding of the needs of specific
systems and operations, in order to
present advice to an operator in the
form that will benefit him most.

Observations of the Sun and the
Space Environment — The observa-
tions must be continuous, consistent,
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comparable, and, where appropriate,
synoptic. They should include, but
not be limited to, solar flares, active-
region parameters, solar radio emis-
sion, space radiation, solar wind, the
ionosphere, and the geomagnetic field.

U.S. civilian and military agencies
maintain a network of operational
solar observatories around the globe.
This network is supplemented by nu-
merous scientific observatories.
Nearly continuous patrol of solar
chromospheric activity has been
achieved thereby. But the data ob-
tained are not as useful in operational
situations as, ideally, they might be.

First, they are subject to consider-
able inconsistency due to the subjec-
tive evaluations of the individual
observers. To obtain the final de-
scription of a solar event, many often
highly divergent observations are sta-
tistically combined. But in the quasi-
real-time frame of operational sup-
port, evaluation of a solar event must
be made on the basis of only one or
two observations.

Second, patrol of the sun’s radio
emission is not complete. Gaps in
synoptic coverage exist, frequencies
useful for diagnosing solar activity
are not always available, and some ob-
servatories report uncalibrated data.
Operational radio patrol is about 90
percent effective, nonetheless.

Unmanned satellites are patrolling
energetic-particle emission and some
other space parameters for opera-
tional use. Real-time energetic-par-
ticle patrol presently exceeds 20 hours
a day; X-rays, 16 to 18 hours; and
solar wind, 8 to 9 hours. The obser-
vations are limited, however, in that:
(a) they are not continuous; (b) data
acquisition and processing are expen-
sive; (c) all needed parameters are
not sampled; (d) different sensors are
not intercomparable; (e) sensor re-
sponse changes; and (f) the vehicles
have limited lifetimes. Other scien-
tific satellites are sampling the space
environment, but limited readout and
data-processing capabilities and ex-

perimenters’ proprietary rights pre-
vent these data from being used
operationally.

Observations of the ionosphere are
being made wusing vertical- and
oblique-incidence ionosondes, riome-
ters, and sudden-ionospheric-disturb-
ance sensors. For operational use,
however, timely receipt of data is
available from only about 20 loca-
tions around the world.

Several other observations of solar
and geophysical parameters are being
made for operational use. These in-
clude radio maps of the sun, ground-
based neutron monitors, and geomag-
netic-field observations. In general,
they suffer from the same limitations
as the observational networks de-
scribed earlier.

The recent establishment of World
Data Centers for storing and ex-
changing space data represents a sig-
nificant advance. These centers are
supported by the Inter-Union Com-
mission on Solar-Terrestrial Physics
of the International Council of Scien-
tific Unions. However, the primary
benefit comes to the research com-
munity rather than directly to the
operational community. Furthermore,
the program still suffers from incon-
sistencies, incomparabilities, and in-
completeness of much of the data.

Rapid Communications and Data
Processing — Rapid communication
and processing of data are essential
for timely forecasts. Even in the ab-
sence of forecast capability, they are
required to make maximum opera-
tional use of observations.

The Air Force has designated a
special teletype circuit for the rapid
movement and exchange of solar-
physical data within the United
States. Both civil and military agen-
cies have access to it. This circuit
makes possible near-real-time relay.
Data from the overseas observatories
must be relayed by more complex and
time-consuming means.
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Up to a year or two ago, processing
of the data was done by hand. Sys-
tems to process the data by machine
have now begun to come into use,
and the future will see more and more
use of computers in operational space-
environment support.

Forecasts of Significant Solar Ac-
tivity and Geophysical Responses —
Geophysically significant solar events
must be forecast several hours, days,
weeks, or even years in advance. Sig-
nificant factors of the earth’s environ-
ment, such as density at satellite alti-
tudes and the state of the ionosphere,
must also be forecast. In general, the
shorter the forecast period, the more
stringent the accuracy requirement.

Research on forecasting techniques
has been under way for many years.
The approaches have been many and
varied, and no single technique has
yet stood up under the test of con-
tinued operational use. Since knowl-
edge of the physics of solar processes
is lacking, present techniques are
based on statistical correlations and
relationships, observed solar features,
even the influence of planetary con-
figurations. By a combination of
many techniques and subjective skills,
operational forecasters have now de-
veloped a limited ability to forecast
solar activity.

How well can solar activity be fore-
cast? It is fairly safe to say that fore-
casting cannot be done well enough
for the operator to place full reliance
on it. Predictions can be used to ad-
vantage, but the operator knows he
must have alternatives available to
compensate for an incorrect forecast.
As a rough approximation (doubtless
open to challenge), no better than one
out of every two major, geophysically
significant solar events can be fore-
cast 24 hours in advance. Addition-
ally, at least three forecasts of events
that do not occur are issued for every
forecast that proves accurate. The
most valuable forecasting tool has
proved to be persistence. If a region
of solar activity hasn’t produced a
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major event, it probably won’t. If a
major event has occurred, another is
likely to follow. Such factors as re-
gion size and radio-brightness tem-
perature, magnetic structures, and
flare history have also proved of some
value.

One factor that complicates the
forecast problem is that most research
schemes attempt to predict large “'so-
lar flares.” In reality, what the system
operator or mission controller is in-
terested in is the geophysically sig-
nificant solar event, whether large or
small. Experience has shown that
most large solar flares are geophysi-
cally significant, but some are not.
Most small flares are of no conse-
quence, but a disturbing percentage
are.

Forecasting of terrestrial proton
events after a flare has occurred has
been more successful, although it is
not without limitations due to uncer-
tainties and unavailability of relevant
data. The storm of particles emitted
by a flare takes a day or two to prop-
agate from the sun to the earth, and
this time interval permits a forecaster
to analyze the diagnostic information
contained in the electromagnetic
emissions that accompanied the solar
event. Analysis of radio-burst signa-
tures and X-ray enhancements indi-
cates whether the particles have been
accelerated. Quantitative forecasts of
the course and magnitude of the event
are often possible.

Other aspects of the space environ-
ment are being forecast with varying
degrees of success. The mean 10.7-
centimeter radio flux from the sun is
an input into high-altitude-density
models; efforts to forecast it have
been reasonably successful, in part
because the parameter varies rather
slowly. In contrast, practically no
capability exists for forecasting vari-
ability in the geomagnetic field, an-
other important input; short-term
prediction of geomagnetic storms is
particularly difficult.

Forecasts of ionospheric parameters
for radio communicators have been
made for many years. The field is
quite extensive and complex. The
Space Environment Laboratory, of
NOAA, issues monthly, and some-
times more frequent, outlooks on ra-
dio propagation conditions. Monthly
median predictions are generally ade-
quate for most frequency-manage-
ment applications, though significant
improvements could be made by more
frequent modification of the median
predictions. Ability to forecast iono-
spheric disturbances is closely tied to
the ability, discussed earlier, to fore-
cast geophysically significant solar
activity.

Understanding of Operational
Needs

Effective application of space en-
vironment observations and forecasts
requires, first, physical knowledge of
the interaction between the environ-
ment and the specific activity being
supported. Equally important, the
forecaster and the operator must de-
velop an effective rapport, based on a
thorough knowledge by the former of
the latter’s system or mission. All
parties must recognize that many
things can happen to man’s space-
related activities which are significant
but which cannot be explained.

The Direction of Future
Scientific Effort

There is a clear, continuing need to
advance the state of the art of opera-
tional solar and space-environmental
support. Capabilities are already far
from adequate, and the increasing
sophistication of the activities that are
affected requires a matching growth
in capabilities.

Future scientific efforts need to fo-
cus on the following:

1. Techniques to provide accurate
long-range and short-term fore-
casts of geophysically signifi-



cant solar events. Basic research
on the physics of events is re-
quired to get away from the
admitted limitations of statisti-
cal techniques.

Ionospheric forecasting and
specification techniques, espe-
cially in the area of short-term
frequency management. The
problem is especially acute dur-
ing magneto-ionospheric storms
and within polar latitudes.

Modeling of high-altitude at-
mospheric density that is dy-
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namic —i.e., which reflects
hour-to-hour and day-to-day
variations.

Better and more complete ob-
servations of solar and geo-
physical phenomena and tech-
niques and hardware to process,
format, and transmit data with
minimal delay.

Operationally useful work on
the propagation conditions of
energetic particles between the
sun and the earth.

Techniques to forecast geomag-
netic disturbances accurately.
The level of disturbance of the
geomagnetic field must be re-
lated to operationally signifi-
cant applications such as the
ionosphere and high-altitude
neutral density.

Finally, the researcher should
not be satisfied with research
alone. He must push his ad-
vances into the realm of "de-
velopment” and their applica-
tion to the many activities of
mankind.
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1. DEEP EARTH PROCESSES

An Overview of Deep-Earth Chemistry and Physics

We recall that the earth consists of
three parts: a thin crust, five to forty
miles thick; a “mantle,” below the
crust, extending a little less than half-
way down to the center; and a core.
(See Figure II-1) The crust is the
heterogeneous body on which we live
and grow our food, and from which
we derive all mineral resources, metals,
and fuels. It is the only part of the
earth that is accessible and directly
observable; the composition of the
mantle and core must be inferred from
observations on the surface.

The crust, the oceans, and the
atmosphere above them form the en-
vironment in which we live. This
environment has been shaped through
geologic time and continues to be
shaped by forces which originate in
the mantle beneath it. Its nature and
the processes that occur in it mold the
environment and determine what part
of the surface will be land and what
part sea, which oceans will expand
and which contract, which continents
will move apart and which come to-
gether. Forces mainly within the
mantle determine where mountains
will rise, where stresses will cause
rocks to fracture and flow, where
earthquakes will occur, how intense
and how frequent they will be.
(Earthquakes, it may be recalled,
have killed more than one million
people in this century.) Most vol-
canoes have their source in the
mantle. They destroy towns and
crops; the gases and solid particles
they discharge into the atmosphere
contribute significantly to atmospheric
“pollution,” in the form, for instance,
of huge amounts of sulfur oxides; at
the same time, volcanoes provide the
very ingredients (water, carbon di-
oxide) without which life would be
impossible.

Figure Il-1—REGIONS OF THE EARTH'S INTERIOR

This idealized view of the interior of the earth shows the distance in kilometers from
the surface to the several regions. This view is admittedly simplified; as time goes
on, our knowledge of the structure of the earth’s interior will undoubtedly become

more detailed and complex.

This interaction of crust and mantle
cannot be overemphasized. The whole
of the environment, the total ecology,
is essentially a product of mantle
activity.

Participation of the core in crustal
affairs is much less clear. At the
moment the core is of interest mainly
as the source of the earth’s magnetic
field; but there are reasons to believe
that it may yet play a more funda-
mental role in the earth’s economy,
perhaps as a source of gravitational
energy or perhaps in converting some

of the earth’s kinetic energy of rota-
tion into heat.

Problems and Methodologies

Problems of the deep interior are
essentially (a) to determine the chemi-
cal composition and physical nature of
the materials composing the mantle
and core, which are nowhere acces-
sible to direct observation, and (b) to
determine the distribution and nature
of the energy sources and forces that
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cause deformation, flow, and vol-
canism.

What observations, and what meth-
ods of study, do we have?

Seismic Waves — Seismic (elastic)
waves are propagated between the
focus of an earthquake and receivers
(seismographs) appropriately located
on the earth’s surface. The speed of
propagation depends on the physical
properties of the propagating mate-
rial; this knowledge of speed versus
depth within the earth provides a clue
as to variations of physical proper-
ties — hence, of composition — with
depth. A serious problem arises in
that physical properties are sensitive
to pressure, and pressures inside the
earth greatly exceed those that can
conveniently be created in the labora-
tory for the purpose of studying their
effects on physical properties. High
pressures, of the order of those exist-
ing in the core, can be created by
means of explosive shock waves, but
precise measurement of physical prop-
erties under shock conditions remains
exceedingly difficult and costly.

Measurable Properties of the Earth
as a Whole — Properties such as
earth’s total mass, its moment of in-
ertia (best determined from observing
the motion of artificial satellites), and
the frequency of its free oscillations
(i.e., the “tone” at which the earth
vibrates, like a struck bell, when dis-
turbed by a sufficiently violent earth-
quake) provide constraints on density
distribution and physical properties in
the form of global averages. For in-
stance, the variation in physical prop-
erties with depth deduced from seis-
mic studies must average out to the
values deduced from these global con-
straints.

Lava — The nature of molten mate-
rial (lava) that rises from the mantle
and spills out on the surface (from
volcanoes) provides information on
the chemical nature of the source. The
problem is not straightforward, how-
ever, for the chemical composition of
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the liquid that forms by partial melt-
ing of a system as complicated as
ordinary rock is not generally the
same as that of the parent rock; it
varies, moreover, as a function of
pressure and temperature. A great
deal of painstaking experimental work
at high pressure is required before the
chemistry of the earth’s mantle will
be understood.

The "Heat Flow” — The heat that
escapes across the surface of the
earth from the interior provides in-
formation on the distribution of heat
sources and temperature within the
earth. (This heat flow, incidentally,
amounts to some 30 million mega-
watts and is equivalent to the output
of about 30,000 large modern power
plants.) The manner in which this
heat is transferred within the earth is
not precisely known; it is generally
believed that transfer in the deep in-
terior is mostly by “convection”:
mass motion of hot stuff rising while
an equivalent amount of cold stuff
is sinking elsewhere. Convection is
generally believed to provide a mech-
anism to move the crust. Earthquakes
may well be the expression of strains
set up by this motion, and the geo-
graphic distribution of earthquakes
may reflect the present pattern of con-
vective flow in the mantle.

The chief problems are: (a) How
does the solid mantle flow? How do
we best describe its response to me-
chanical forces? (b) What flow pat-
tern do we expect in a body as com-
plicated and heterogeneous as the
earth? We are faced here with some
difficult mathematical problems in
fluid dynamics. It must also be re-
membered that, contrary to the com-
mon state of affairs in engineering
studies of fluid dynamics, where the
initial conditions are precisely stated
and controllable, conditions in the
earth regarding flow properties and
distribution of heat sources and tem-
perature are not known and must be
deduced from a comparison of theory
with geological or geophysical obser-
vations.

Sea-Floor Spreading — Geological
studies regarding past history of the
earth provide information as to what
has happened. Most importantly, they
provide information as to the rate at
which the crust deforms or moves, the
sense of its motion, and its duration.
This is essential input to the solution
of the dynamical problems mentioned
in the previous paragraph.

In this respect, the last decade has
seen what may well be the most im-
portant and far-reaching development
since the days of Hutton (1795).
What has now become known as
”sea-floor spreading” (or “plate tec-
tonics” or ‘‘global tectonics”) is the
general proposition that new oceanic
crust is constantly generated from the
mantle along submarine ridges while
an equivalent amount of crust is re-
sorbed into the mantle at other places;
in between, the whole crust moves at
rates of a few inches per year. This
general pattern of motion provides an
important and much-needed clue to
the behavior of the mantle.

Phase Changes — It is well known
in materials science that, at high pres-
sure or temperature, substances may
occur under forms with properties
quite different from those of the same
substance under normal conditions
(“phase changes”). A typical example
is that of common carbon that occurs
either as graphite (a soft material used
for lubrication) or diamond (the hard-
est known mineral). It is now clear
that phase changes do occur in the
mantle, the lower half of which has
properties quite different from those
of its upper half even though its gross
chemical composition may be roughly
the same. Again, a very large amount
of difficult experimentation on high
pressure is needed to ascertain the
form under which common minerals
could occur in the earth’s deep in-
terior. It is not unlikely that such
studies could lead to the discovery
and synthesis of new materials of
engineering importance; for exam-
ple, very hard substances might be
produced.



Evaluation of Present Knowledge

In spite of recent advances, our
ideas and knowledge of the deep in-
terior remain largely qualitative. We
know roughly, but not exactly, what
the mantle consists of. We suspect
that phase changes occur at certain
depths, but we cannot pinpoint the
exact nature of these changes. We
can estimate roughly how much heat
is generated in the mantle and its
source (mostly radioactive disintegra-
tion), but cannot tell yet how the
sources of heat and temperature are
distributed. We do not have precise
information as to the mechanical and
flow properties of the mantle, and
haven’t yet solved the mathematical
equations relevant to convection, even
though approximate solutions have
been found. We don’t even know
whether the whole mantle, or only its
upper part, participates in the motion.

The situation regarding the core is
similarly vague. We know that it con-
sists dominantly of iron, but cannot
determine what other elements are
present. We know that the outer two-
thirds of the core is liquid, and that
motion in this metallic liquid gener-
ates the earth’s magnetic field, but the
details of the process are still obscure,
and the full set of equations that
govern the process has not yet been
solved. Important physical properties
of the core, such as its electrical con-
ductivity, are still uncertain by one
or more powers of ten. The source of
the energy that drives the terrestrial
dynamo is still obscure. Even though
we suspect that motions in the core
are the cause of observable effects at

the surface (e.g., irregular changes in
the length of the day, small periodic
displacements of the earth with re-
spect to its rotation axis), we still can-
not assess these effects qualitatively.
We suspect interactions between the
core and mantle which ultimately af-
fect the crust, but cannot focus pre-
cisely on any of them.

Goals and Requirements for
Scientific Activity

To understand our total environ-
ment, to see how it came to be the
way it is, and how it is changing from
natural —as opposed to human —
causes, and to control it to our best
advantage (e.g., by curtailing earth-
quake damage or by muzzling dan-
gerous volcanoes with due regard to
their positive contributions to human
ecology), we need a better under-
standing of the constitution and be-
havior of the deeper parts of the
earth. To reach this understanding re-
quires a concerted and sustained ef-
fort in many directions, encompassing
a wide range of scientific disciplines,
from fluid mechanics to materials sci-
ence, from electromagnetic theory to
solid-state physics.

Observational Networks — If we
can foretell the future from the recent
past, it is clear that a key to further
progress is the establishment and
maintenance of a first-rate global net-
work of observatories such as the
worldwide network of standard seis-
mographic stations established under
the VELA program of the Department
of Defense. This network has enabled
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seismologists to determine more pre-
cisely than ever before just where
earthquakes occur, and has brought
into sharp focus a remarkable corre-
lation between earthquakes and other
geological features that had only been
dimly perceived. This correlation is
fundamental to the notion of global
tectonics. Among other examples of
progress resulting from improvement
in instrumentation, one can mention
the determination of the depth in the
mantle at which some of the phase
changes occur and refinements in the
fine structure of the inner core.

Deep Drilling — Much speculation
could be avoided, and much informa-
tion gained, from analysis (of the type
to which lunar samples are subjected)
of samples from the mantle obtained
by deep drilling. Drilling through the
sedimentary cover of the ocean floor
has already been most rewarding in
its confirmation of the relative youth
and rate of motion of the oceanic
crust. But more is needed, and deeper
penetration through the crust into the
mantle at several points will eventu-
ally become necessary.

High-Pressure Experiments—
Finally, it would seem that a major
effort should be made to gain more
knowledge of the properties and be-
havior of materials subjected to pres-
sures of the order of those prevailing
in the deep interior (tens of millions
of pounds per square inch). Too much
is now left to guessing; solid-state
theory is presently inadequate and
would anyhow need experimental
confirmation.

A Note on the Earth’s Magnetic Field

The earth’s magnetic field was one
of the earliest subjects of scientific
inquiry. The field’s obvious utility
in navigation, as well as the intrinsic
interest of the complex phenomena

displayed, have led people to study it
ever since the sixteenth century.

The study of the earth’s field di-

vides into two parts: that of the main

part of the field, which changes only
slowly (over hundreds of years), and
that of the rapid variations (periods of
seconds to a year). The latter are
caused by things that happen in the
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upper atmosphere and in the sun;
they are largely the concern of space
research. The former, the slowly
varying field, is the subject considered
here.

Interest in the slowly varying field
has been greatly increased by the
realization that it has frequently re-
versed in the past. (See Figure II-2)
The reversals have been helpful in
establishing the history of the oceans
and the movements of the continents.
The study of the magnetic field can be
expected to contribute — indeed, is
beginning to contribute —to the
search for oil and minerals. Measure-
ment of the magnetic field has be-
come one of the principal tools for
studying the earth.

The Origin of the Earth’s
Magnetic Field

These applications lend a new in-
terest to the origin of the field itself.
A theory as to its origin has proved
hard to find. Only in our own day has
anything plausible been suggested.
Although a theory of the origin has
no discernible immediate practical
importance, it is a part of the story of
the earth without which we cannot
be said to understand what is going
on. Maybe we can get on very well
without understanding, but one feels
happier if important practical tech-
niques have a proper theoretical un-
derpinning.

The difficulty of discovering the
origin of the slowly varying field is
due largely to its lack of relation to
anything else. It is not related to
geology or geography and goes its
own way regardless of other phenom-
ena. In some places, some of the
changes are due to the magnetization
of rocks near the surface of the earth,
but this is not the case over most of

the field.

Fashionable theory holds that the
magnetic field is produced by a dy-
namo inside the earth. The earth has
a liquid core; the motions in this core
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Figure 1l-2—CHRONOLOGY OF EARTH'S MAGNETIC FIELD REVERSALS
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This figure shows reversals in the polarity of the earth's magnetic field, a phenome-
non of global extent that is known to occur but has never been witnessed. These
data are derived from measurements of the direction (N-S) of magnetism frozen into
lava as it hardens. The effects of the reversals are unknown.
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are believed to cause it to act as a dy-
namo and to produce electric currents
and magnetic fields. The theory of the
process is one of the most difficult
branches of theoretical physics. Its
study is closely related to a wide
range of problems concerning the mo-
tions of liquids and gases in the
presence of magnetic fields, especially
to the problems of generating thermo-
nuclear energy.

But no realistic treatment of the
earth’s dynamo has yet been given.
The subject does not require a
large-scale organized attack. It needs
thought and ideas that will come from

a few knowledgeable and clever peo-
ple. It is a subject for the academic,
theoretical physicists with time to
think deeply about difficult problems
and with access to large computing
facilities.

Perhaps the field’s oddest feature is
that, as already noted, it occasionally
reverses direction (most recently, per-
haps, about 10,000 B.c.). Some scien-
tists have suggested that these rever-
sals have profound biological effects,
that whole species could become ex-
tinct, perhaps as a result of a large
dose of cosmic rays being let in as the
reversal takes place. There is some
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observational evidence to support this
thesis. Other scientists do not believe
that this would happen, however, and
do not regard as conclusive the ob-
servational evidence for extinction of
species at the time of reversal. The
matter is clearly of some importance.
At various times in the past, the
majority of all forms of life are known
to have been rather suddenly ex-
tinguished, and this is a phenomenon
we would do well to understand. If
reversals of the magnetic field might
play a part in this drama, then we
have added reason for understanding
their cause and their effects.
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2. CONTINENTAL STRUCTURES AND PROCESSES
AND SEA-FLOOR SPREADING

Continental Drift and Sea-Floor Spreading

Theidea that continents move about
on the surface of the earth was ad-
vanced about a century ago and has
always had adherents outside of the
United States. In this country, where
no direct evidence existed, the concept
was first greeted with skepticism and
then, for fifty years, was viewed as
nonsense. All American thinking in
geology — economic or academic —
was built on the alternative concept of
a relatively stable earth.

This is now changed. The past few
years have seen a basic revolution in
the earth sciences. Continents move,
and the rates and directions can be
predicted in a manner that few would
have dreamed possible but a short
while ago. As a consequence, all as-
pects of American geology are being
reinterpreted, and in most cases they
are being understood for the first
time.

The continents are an agglomera-
tion of superposed, deformed, melted,
and remelted rocks with differing ages
covering a span of three billion years.
These rocks are eroded in some places
and covered with sediment in others.
The end result is a very complex con-
figuration of rocks with a history that
has not been deciphered in more than
a century of effort by land geologists.

The ocean basins are very different.
The rocks are all relatively young;
they are simply arranged and hardly
deformed at all; erosion and deposi-
tion are minimal. Consequently, it
was logical that their history would be
unraveled before that of the conti-
nents if only someone would study it.

Oceanographers have been engaged
in just such a study for about two
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decades. It has been enormously ex-
pensive compared to continental ge-
ology — and trivially cheap compared
to lunar exploration. Thus, the haunt-
ing possibility exists that the same
effort on the continents might have
yielded the same results despite the
complexities. In the event, the break-
through was made at sea by the in-
vention of a whole new array of in-
struments and the development of a
system of marine geophysical ex-
ploration. The results have now been
synthesized with those from the land
to provide the data for the ongoing
revolution in the earth sciences.

Present understanding was achieved
in what in retrospect seems a curious
sequence. We depart from it to pre-
sent the new ideas in more orderly
fashion.

Continental Drift

First, a little geometry. The move-
ment of a rigid, curved plate over the
surface of a sphere can occur only as
a rotation around a point on the
sphere. This simple theorem, stated
by Euler, has been the guide for much
that follows. Earthquakes on the sur-
face of the earth are distributed in
long lines that form ellipses and cir-
cles around almost earthquake-free
central regions. If there are plates, it
is reasonable to assume that they cor-
respond to the central regions and
that the earthquakes are at the edges
where plates are interacting.

The motion of earthquakes confirms
the existence of plates with marvelous
persuasiveness. Euler’s theorem speci-
fies the orientation of earthquake mo-
tion, and it has been confirmed for

many plates. Moreover, for any given
plate the earthquakes in front are
compressional as two plates come to-
gether; they are tensional in the rear,
where plates are moving apart. Along
the sides they are as expected when

one plate moves past another. (See
Figure II-3)

The knowledge that plates exist
and are moving has immediate im-
portance with regard to such matters
as earthquake prediction. For ex-
ample, one boundary between two
plates runs through much of Cali-
fornia along the San Andreas Fault.
We can measure the rate of offset in
some places and we now know that
related offsets must occur everywhere
else along the plate boundaries.

Earthquakes indicate that moving
plates exist now. But the evidence
that they existed in the past is of
a different sort. This comes from a
vast array of geological and geophysi-
cal observations — topographic, mag-
netic, gravity, heat flow, sediment
thickness, crustal structure, rock
types and ages, and so on. Integra-
tion of these observations indicates
that, where plates move apart, new
igneous rock rises from the interior
of the earth and solidifies in long
strips. These in turn split apart and
are consolidated into the trailing edges
of the two plates. Because the rising
rock is hot, it expands the trailing
edges of the plates. The expansion
elevates the sea floor into long central
ridges, of which the Mid-Atlantic
Ridge is but a part. As the new strip
of plate moves away, it cools and
gradually contracts. The cooling and
contraction cause the sea floor to sink.
This is why the ridges have gently
sloping sides that gradually descend
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Figure [I-3—SIX SHIFTING PLATES OF THE EARTH

EURASIA

TR

ANTARCTICA “(

7 =
‘@ ' f_ EURASIA
_ A

This diagram shows the six major ‘“plates” of the earth. The double lines indicate
zones where spreading or extension is taking place. The single lines indicate zones

where the plates are converging or compression is taking place.

activity is found wherever the plates come in contact.

into the deep basins. The basins are
merely former ridges.

Sea-Floor Spreading

The magnetic field of the earth re-
verses periodically, and a record of its
polarity is forever preserved in the
orientation of magnetic minerals in
volcanic rocks which cooled at any
particular time. This apparently unre-
lated fact gives us clues to the motion
of the plates. The new rocks at the
trailing edges of the plates record the
magnetic polarity like a tape recorder
and then, like a magnetic tape, they
move on and the next polarity change
is recorded. This occurs in each of the
plates moving away from their com-
mon boundary. As a result, the sea

floor in the Atlantic, for example, is
a bilaterally symmetrical tape record-
ing of the whole history of the earth’s
magnetic field since the basin first
formed as a result of Africa and South
America splitting apart. We usually
read a tape recording by moving the
tape, but the stereo records of the
oceans are read by moving a ship or
airplane with the proper instruments
over the sea floor. From work on
land and at sea, the changes in mag-
netic polarity have been dated. We
can thus convert the magnetic records
into age-of-rock records and prepare
a geological map of the sea floor. In
the Atlantic, to continue with the pre-
vious example, the youngest rocks are
in the middle; they grow progres-
sively older toward the continents.

Earthquake

The remains of sea-surface micro-
organisms rain constantly onto the
sea floor to form layers of ooze and
clay. Where the crust is young, the
layers are thin; they thicken where
they have had more time to accumu-
late. The very youngest crust, which
has just cooled, is exposed as black,
glossy, fresh rock of the type seen
in lava flows in Iceland and Hawaii.
The outpouring of lava occurs at a
relatively constant rate but the plates
spread apart at different rates depend-
ing on the geometry. Consequently,
lava piles up into very long volcanic
ridges with a relief that varies with
the spreading rate. A slow spreading
rate produces mountainous ridges;
fast spreading produces low, gently
sloping, but very long hills.
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Most of the remaining topography
of the sea floor is in the form of
roughly circular volcanoes which can
grow as large as the island of Hawaii.
These volcanoes remain active for
tens of millions of years and during
that time they drift as much as a
thousand miles. If they develop on
young crust, they necessarily sink
with the crust as it cools. This seems
to be the explanation for the drowned
ancient islands commonly found in
the western Pacific. Once they were
islands, but now they are as much as
a mile deep.

The phenomena that occur where
two plates come together are natu-
rally different from those that occur
where they spread apart. If the plates
come together at rates of less than a
few inches per year they seem to
crumble and deform into young moun-
tain ranges. Where they come to-
gether faster, the deformation cannot
be accommodated by crumbling. In-
stead, the plates overlap and one of
them plunges deep into the interior
where it is reheated and absorbed.
This produces the most intense de-
formations on the surface of the
earth. A line of fire of active vol-
canoes, deep depressions of oceanic
trenches, and swarms of earthquakes
mark the line of junction. Ancient
rocks of the continents are now being
reinterpreted as having once been
deep-sea and marginal-sea sediments
that were deposited where plates
came together. They occur in central
California, the Alps, and many other
mountain ranges. Typically, they are
highly deformed, which seems quite
reasonable considering what must
happen when plates smash together.

Implications of the
New Knowledge

Since the sea floors are young, con-
tinental rocks contain what records
may exist of ancient plate motions.
The present revolution in understand-
ing was needed to serve as a guide to
geological exploration, however. Land
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geologists had long noted similarities
between the rocks on opposite sides
of the South Atlantic. In the past few
years, many more confirming correla-
tions have been discovered. Knowing
that the continents were once joined,
we can reconstruct, in the mind’s eye,
a history in which they were once but
a small distance apart and the nascent
Atlantic was a narrow trough.

We should pause for a moment to
consider how important to economic
resource development the new ideas
may be. The continental shelves of
Atlantic coastal Africa and South
America, for example, contain salt de-
posits and sediments in thick wedges
that seem to lack any dam to trap
them. These deposits contain oil. We
can imagine the difficulties American
oil geologists had in interpreting their
records and predicting where to drill
when they had no idea of how the
oil-bearing rocks accumulated. How
easy it may now become, when their
origin can be readily explained as
occurring in the long narrow trough
of the newborn Atlantic!

Until now exploration has been
adequate to demonstrate the existence
of continental drifting and global de-
formation, but much remains to be
done to flesh out the reconstruction of
the history. If the exploration at sea
continues and is matched by compa-
rable effort at continental margins
and on land, we may hope to see the
beginning of a deep new understand-
ing of the earth.

Continental Structures and
Processes

Our knowledge of continental
crustal processes, except in the vicinity
of the continental margins, has lagged
behind our knowledge of oceanic
crustal processes. One reason for the
great progress in the study of oceanic
crustal processes is the beautifully
simple pattern of magnetic anomalies,
magnetic-field reversals, and earth-
quake and volcanic activity in the

vicinity of the continental margins
that led to the discovery of sea-floor
spreading. But another reason must
be that the earth scientists who made
these advances were not inhibited by
the traditions and prejudices of scores
of years of separation into highly
compartmentalized sub-disciplines. Of
course, the continental crust is com-
plex, and simple patterns, if they
exist, are obscured by the geological
and geophysical scars of billions of
years of continental damage and re-
building. But the attitudes and study
methods that led to the discovery of
sea-floor spreading and downward-
plunging plates will be needed if we
are to improve our knowledge and
understanding of continental proc-
esses during the 1970’s.

Structure of the Continental Crust

The average thickness of the con-
tinental crust of the United States, as
determined by seismic measurements,
is 41 kilometers; its volume is about
40,000 x 10* km® The average
crustal thickness in the west of the
Rocky Mountains is 34 kilometers,
while the average thickness to the
east of the mountains is 44 kilometers.

The volume of the western crust is
only about 10,000 x 10* km®. Thus,
the western crust accounts for only
one-fourth of the continental total by
volume, as compared to 30,000 x 10!
km? for the eastern crust, although its
surface area is almost a third of the
total. Average seismic velocities also
suggest that the western crust is less
dense than the eastern crust. Thus,
the western crust — the portion of the
crust in which continental dynamic
processes (earthquakes, volcanic erup-
tions, magmatism, ore deposition, and
mountain-building) have been active
during the past 100 million years or
so — is the lesser fraction of the con-
tinent in terms of volume and mass.

Further Western-Crust Data — A
recent reinterpretation of a network
of 64 seismic-refraction profiles re-



corded by the U.S. Geological Survey
in California, Nevada, Idaho, Wyo-
ming, Utah, and Arizona from 1961
to 1963 indicates that crustal thick-
ness reaches maxima under the Sierra
Nevada Range (42 km.), the Trans-
verse Ranges of southern California
(37 km.), and in southwestern Nevada
(36 km.). The crust is relatively thin
under the Coast Ranges of California
(24 to 26 km.), the Mojave Desert
(28 km.), and parts of the central
Basin and Range Province in Nevada
and Utah (29 to 30 km.). The base
of the crust dips generally from the
Basin and Range Province toward
greater depths in the Colorado Plateau
(43 km.), the middle Rocky Mountains
(45 km.), and the Snake River Plain
(44 km.). A velocity boundary zone
between the upper and lower crust
can be well determined only beneath
the middle Rocky Mountains, the
Snake River Plain, and the northern
part of the Basin and Range Province.
The average velocity of the western
crust is low, typically about 6.1 to 6.2
kilometers per second, but signifi-
cantly higher in the Colorado Plateau
(6.2 to 6.5 km/sec), and the Snake
River Plain (6.4 km/sec). Upper-
mantle velocity is less than 8.0 kilo-
meters per second under the Basin and
Range Province, the Sierra Nevada,
and the Colorado Plateau and equal
to or greater than 8.0 kilometers per
second under the Coast Ranges of
California, the Mojave Desert, and
the middle Rocky Mountains.

Recent refraction work indicates
that the average crustal velocity in the
Columbia Plateau is high, as expected,
but that the crust is about 10 to 15
kilometers thinner than it is in adja-
cent areas. Thus, the Columbia Pla-
teau has seismic properties similar to
those of a somewhat overthickened
oceanic crust. So does the Diablo
Range of California. The Franciscan
formation (a metamorphosed struc-
ture) exposed in the Diablo Range,
believed by many geologists to have
been deposited in a Mesozoic oceanic
trench, apparently extends to a depth
of 10 to 15 kilometers; it was de-
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posited directly on a basaltic crust
that now extends to a total depth of
about 25 kilometers.

Composition of the
Continental Crust

In a rock of a given composition,
both metamorphic degree and water
content affect seismic velocities at
various pressures and temperatures.
Recent laboratory research in the
United States suggests that pressures
and temperatures at most crustal
depths would place the rocks within
the stability field of eclogite rather
than basalt. Seismic velocities in the
lower crust formerly interpreted as
appropriate for basalt are therefore
regarded by many petrologists as
more appropriate for more silicic rock.
However, the presence of significant
amounts of water in the lower crust
would produce abundant hydrous
minerals in a rock of basaltic com-
position; this would result in seismic
velocities similar to those in the lower
crust.

Given such uncertainties, it seems
that the only positive assertion that
can be made about the average com-
position of the continental crust is
that it is intermediate and probably
not too different from monzonite. The
lower crust may be basaltic, interme-
diate, or even silicic, and the most re-
liable guide to its composition is
probably geologic association. For ex-
ample, in the Snake River Plain, where
basalt is exposed at the surface, it
seems reasonable to interpret the high
velocities of the lower crust as indica-
tive of basalt. In other areas, the
higher velocities should probably be
regarded as indicative of intermediate
rock.

Structure and Composition of the
Upper Mantle

Seismic probing of the upper man-
tle has established the existence of
two important velocity transition
zones: one at a depth of about 400

kilometers, in which magnesium-rich
olivine is transformed with increasing
pressure to spinel; and another at a
depth of about 650 kilometers, in
which spinel is presumed to be trans-
formed to compact oxide structures
with increasing pressure. Recent esti-
mates of the density of the uppermost
mantle, based on statistical models
using all available evidence, yield
densities of 3.5 to 3.6 grams per cm?®,
significantly higher than the densities
deduced from the usual velocity-
density relations. Rocks of this den-
sity and the seismic velocities ob-
served just below the Mohorovicic
discontinuity could be either eclogite
or iron-rich peridotite. Given the
lateral heterogeneity of the upper
mantle indicated by the variable seis-
mic velocities, it seems most reason-
able to regard the upper mantle as
grossly heterogeneous, consisting pri-
marily of peridotite but with large
lenses, or blocks, of basaltic, eclogitic,
intermediate, and perhaps even silicic
material distributed throughout.

There is much seismic evidence that
a low-velocity zone for both P- and
S-waves exists in the upper mantle in
the western third of the United States,
with a velocity minimum at a depth of
100 to 150 kilometers. This zone
seems to be particularly pronounced
in the Basin and Range Province. The
low-velocity zone for P-waves is ap-
parently absent or greatly subdued in
the eastern two-thirds of the United
States. The most likely explanation
for the low-velocity zone is that the
mantle rocks there are partially
molten.

Continental Margin Processes

The interaction of the laterally
spreading sea floors with the con-
tinental margins — resulting in the
downward plunging of rigid litho-
spheric plates beneath the continents,
accompanied by shallow- to deep-
focus earthquakes and volcanic ac-
tivity — has been elucidated by a
beautiful synthesis of geological and
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geophysical evidence. The new
“global tectonics” appears to provide
an adequate explanation of the struc-
ture and continental-margin processes
of most of the circum-Pacific belt.

Along the California coast the pat-
tern is different, however. No oceanic
trench lies seaward of California, and
the earthquakes are confined to nar-
row, vertical zones beneath the San
Andreas fault system to depths that
do not exceed about 15 kilometers.
Thus, the brittle behavior of the
crust in coastal California is confined
roughly to the upper half of the crust.
Fault-plane solutions of the earth-
quakes occurring along the San An-
dreas fault system are predominantly
right-lateral strike-slip, but some solu-
tions indicating vertical fault move-
ments are also obtained. As already
noted, both geological and geophysi-
cal studies suggest that the Mesozoic
Franciscan formation of the Coast
Ranges was deposited in an oceanic
trench. These observations and in-
ferences are compatible with the con-
cept of a westward-drifting continent
colliding with an eastward-spreading
Pacific Ocean floor, resulting in conti-
nental overriding of the Franciscan
Trench and the East Pacific Rise and
development of the San Andreas sys-
tem as a complex transform fault. The
pattern of these relations is not tidy,
however, and many problems remain
to be solved in unraveling the struc-
ture and continental-margin processes
of California.

Isotopes and the Evolution and
Growth of Continents

Lead and strontium isotopic studies
of continental and oceanic rocks com-
pleted during the past decade have
contributed greatly to a better under-
standing of processes involved in the
growth and development of conti-
nents through geologic time. The
studies of continental igneous rocks
indicate addition of primitive (mantle-
derived) material and hence support
the concept of continental growth.
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Lead isotope studies of feldspars rep-
resenting significant volumes of crus-
tal material place constraints on the
rate of transfer of uranium, thorium,
and lead from the mantle to the crust
and suggest early development (3,500
to 2,500 million years ago) of a sig-
nificant portion of the crust. Geochro-
nologic studies of Precambrian rocks
show that at least half of the North
American crust was present 2,500
million years ago, lending support to
this thesis.

Lead and strontium data obtained
on young volcanic rocks in the oceanic
environment have provided direct
information on the existence of sig-
nificant isotopic and chemical hetero-
geneities in the upper mantle. Sys-
tematics provided by these decay
schemes allow estimates on the times
of development and preservation of
these chemical heterogeneities, many
of which must have been generated in
Precambrian time. If a dynamic crust-
mantle system is assumed, the data
for the oceanic environment can be
interpreted as reflecting events related
to the development and growth of
continental regions.

Studies of volcanic rocks being
erupted at the continental margins
allow an isotopic evaluation of the
concept of ocean-plate consumption
in this environment. Lead isotopes in
volcanic rocks of the Japanese arc are
compatible with partial melting of
the underthrust volcano-sedimentary
plate. Strontium isotopes in calc-
alkaline rock series have placed sig-
nificant constraints on the basalt-
hybridization theory and the concept
of partial melting of older crust, how-
ever.

Local studies of lead and strontium
in continental igneous rocks have al-
lowed evaluation of the involvement
of crustal material in the genesis and
differentiation of these rocks. The
studies are circumscribed, however,
by the lack of chemical and isotopic
knowledge of the lower crust. If the
isotopic anomalies of some conti-

nental rocks are related to generation
in, or assimilation of, the lower crust,
this region must be characterized
by low uranium/lead and rubidium/
strontium ratios relating to earlier
depletion of uranium and rubidium,
perhaps at the time of initial crustal
formation.

Although these isotopic studies
have provided many answers, they
have also generated new questions
and problems. Continued work on
oceanic volcanic rocks and ultra-
mafic rocks of mantle mineralogy are
needed. High-pressure experimental
work to determine trace-element par-
titioning in the mantle is needed to
make full use of the isotopic variations
that have been observed. Chemically
and isotopically, less is known about
the lower crust than the upper mantle
and upper continental crust. Direct
sampling of this environment is a dis-
tinct possibility with modern drilling
technology; it would provide sorely
needed information not only from the
isotopic standpoint but also for many
other earth-science disciplines.

Tectonics and the Discovery of
Mineral Deposits

Adequate supplies of mineral raw
materials are essential to our econ-
omy, but they are becoming increas-
ingly difficult to find as we are forced
to seek ore deposits that offer only
subtle clues to their existence and lo-
cation. The science of ore exploration
is advancing rapidly, however. And
as it does, more is being learned of
the basic principles controlling the oc-
currence and distribution of ore de-
posits and their relation to continental
structures. Economic geologists are
increasingly adept at predicting where
deposits are apt to occur — where in
terms of geologic and tectonic envi-
ronment and where in terms of geo-
graphic areas.

The essential first step toward in-
creasing our knowledge in this field is
to plot known mineral deposits and
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districts on a geologic-tectonic map.
This effort is well under way. Ameri-
can geologists are participating in an
international committee for the Geo-
logic Map of the World, sponsored
by a commission of the International
Union of Geological Sciences which is
compiling a world metallogenic map.
A first version of the North America
map has been completed.

Although the scale of the map
(1 :5,000,000) necessitates severe
condensation of data, the general dis-
tribution of many ore types can be
represented and compared. For ex-
ample, the relation of the strata-bound
massive sulfide deposits to volcanic
(eugeosynclinal) belts of Precambrian
rocks in the Shield, Paleozoic rocks in
the Appalachians, and Mesozoic rocks
in the Cordillera shows rather clearly.
Nickel sulfide ores are distributed
around the periphery of the Superior
Province. A rather distinct class of
magnetite-chalcopyrite replace-
ment deposits in carbonate rock seems
to follow the Cordilleran margin of
the continent. Tungsten deposits lie
east of the quartz-diorite line. Many
epigenetic deposits in the interior of
the continent seem related to trans-
verse structures (lineaments), and a
suggestion of zonation on a conti-
nental scale seems to be emerging.

Further refinement of the metal-
logenic map is under way. In combi-
nation with general studies of conti-
nental processes and structures, this
will enable exploration geologists to
locate promising areas in which to
search for additional mineral deposits.

Needed Research on
Continental Processes

The Continental Margins — The
concepts of global plate tectonics for
the first time give earth scientists a
general working hypothesis to explain
the varied continental processes that
characterize the mountain-building as-
sociated with active continental mar-
gins: transcurrent faulting, volcanism,
thrust faulting, and the like. Clearly,
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an intensification and broadening of
geological and geophysical research
along continental margins such as the
coastlines of California, Oregon, and
Washington is critically needed.

Geologic Processes in the Conti-
nental Interior — All earth scientists
recognize that the continental plates
have been actively deformed, and that
concepts of rigid continental plates
must be modified in practice. In par-
ticular, many students of the geology
of the western United States recognize
that the continental crust in and west
of the Rocky Mountains has been ac-
tively deformed over the past 100 mil-
lion years or so, and is still being
actively deformed in many places.
Plate tectonics is not irrelevant, how-
ever. Application of the attitudes and
study methods that led to the con-
cepts of global plate tectonics can be
expected to lead to significant and
dramatic advances in our knowledge
of continental processes.

If the westward-drifting continent
overrode the eastward-spreading Pa-
cific Ocean plate and continental mar-
gin features such as oceanic ridges
and trenches, where are these features
now? Is the Basin and Range Province
behaving similarly to a spreading
ocean floor? If so, where are the
spreading centers? Are they along
the Wasatch Mountain front, or the
Rio Grande rift zone? What dynamic
continental processes are occurring
east of the Rocky Mountains, and
how do they relate to the active
processes of the western crust?

Seismic Monitoring — Seismology
is now being focused in unprecedented
detail on the active continental proc-
esses along the California continental
margin. A similar focusing of seis-
mological effort on the earthquake
zones of Washington and the conti-
nental interior is needed. In particu-
lar, intensification of seismological
effort is recommended for the Ven-
tura-Winnemucca earthquake zone of
California and Nevada; the Rocky
Mountain zone of Arizona, Utah,

Idaho, Wyoming, and Montana; the
Rio Grande rift zone of Colorado and
New Mexico; the Mississippi Valley
earthquake zone of Illinois and Mis-
souri; and the earthquake zones of
the New England region. Seismic
monitoring should be accompanied by
measurements of crustal strain and
appropriate geological and geophysi-
cal exploration of major crustal fea-
tures.

Structural and sedimentary basins,
in which large reserves of petroleum
and other economic fuels and minerals
are concentrated, are among the most
prominent and significant geologic
features of the continents, but the
processes of their formation are poorly
understood. An intensive three-
dimensional study of all aspects of the
development of one or more struc-
tural and sedimentary basins through
geologic time, relating that develop-
ment to economic deposits and envi-
ronmental assets and liabilities perti-
nent to wise long-term use of the
land, would make a great contribution
to our knowledge of continental proc-
esses. The beginning of such a study
has been made in the Wind River
Basin of central Wyoming, but this
study has been concentrated mainly
on the upper part of the earth’s crust.
Basin development is necessarily con-
trolled by upper-mantle as well as
crustal processes, and therefore de-
tailed geophysical study of the deep
crustal and upper-mantle foundations
of one or more large basins is needed.

Deep Continental Drilling — Our
knowledge of the composition of the
lower continental crust is clearly in-
adequate. In addition to more detailed
geophysical exploration of the deep
crust, a program of deep continental
drilling is critically needed. Locations
for penetrating the lower crust that
will be within the reach of present
drilling technology can be selected
from geophysical studies.

Geochemical Research — Although
we have good qualitative understand-
ing of the major features of the geo-
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chemical cycles, we are still deficient
in detailed quantitative knowledge of
the geochemical cycles of practically
all elements. Research on geochemical
cycles of the elements, such as es-
sential carbon, for example, should be
intensified. Research on the behavior

of fugitive constituents (e.g., water
and sulfur dioxide) in igneous and
metamorphic processes is also criti-
cally needed to improve our under-
standing of continental geochemical
processes and their relations to tec-
tonics.

If research on continental struc-
ture and processes is intensified and
strengthened, we can expect the
1970’s to be as exciting a decade of
discovery for the continents as the
1960’s were for the oceans and the
continental margins.

Practical Implications of Major Continental Processes

Recent verification that the crust of
the earth moves readily over the
earth’s interior in the form of large
sliding plates has reoriented geologi-
cal thinking in a number of ways
that affect our understanding of where
many natural resources occur. We
also have new insights into such
natural hazards as biological extinc-
tions, the development of ice ages,
major earthquake belts, and regions
of volcanism, to cite just a few natural
hazards that are of continuing inter-
est. In fact, the new ideas of conti-
nental drift and sea-floor spreading
have demanded a re-evaluation of
many of the premises underlying the
subjects of geology, geochemistry,
oceanography, and long-term changes
in atmospheric circulations.

Resource Distribution

Much of our information on geo-
logical and geochemical distributions
comes from a study of ancient sys-
tems that have existed over great
lengths of geological time. In many
instances, it is clear that these ancient
systems operated differently from
those of today. It now appears that
the earth’s sliding-plate mechanism
has caused relative motions between
continental and oceanic regions,
formed and destroyed ocean floors,
developed mountain belts, and
changed the positions of land masses
with respect to the equator or to the
poles in times that are short com-
pared to the time it took to form
many of our major natural resources.
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Evidence is building up that we are
currently in a stage in earth history
that is considerably more active than
that pertaining over much of the geo-
logical past. It is beginning to appear
that mountain belts are longer and
higher, earthquake activity greater,
and a large array of other features
more pronounced in present times
than in an average geological period
in the past. Furthermore, by relative
motions between the continental land
masses and the pole of rotation of
the earth, it seems that climates may
have changed rather radically in the
recent geological past.

This means that we must take a
new look at theories of the origin of
many mineral deposits, natural fuels,
and surface deposits, so that we may
better predict their locations and ex-
tensions. For example, it is clear that
the petroleum deposits in the Prudhoe
Bay area of Alaska were formed at
much lower latitudes, the potash
salt deposits of Saskatchewan were
formed closer to the equator, and the
onset of the devastating ice ages was
brought about by shifts in oceanic
circulation resulting from shifting
land masses. It is necessary to know
these correlations if we are to under-
stand the processes that cause the de-
velopment of petroleum and salt de-
posits, polar ice-caps, and many other
resources or hazards that are of con-
cern to man.

Minerals — The new understand-
ing of the down-thrusting of ocean
floor beneath continental edges has

led to correlations between these
zones of downward motion and a
superjacent distribution of certain
types of mineral deposits. For ex-
ample, it has been discovered that
copper deposits of the type found in
the southwestern United States, which
supply most of our copper today,
occur in belts that lie above these
zones and that the age of emplace-
ment of the deposits generally coin-
cides with the time of the down-
thrusting movement. Thus, it appears
that the disappearance of crust, the
development of volcanoes, and asso-
ciated mineral deposits are tied to-
gether by a process that involves the
melting and fractionating of down-
dragged materials. This has led to
much prospecting activity in regions
where the downward disappearance
of crust is known from large-scale
effects. The result has been the devel-
opment and discovery of a number of
new, hitherto unsuspected deposits.

Another way of seeking new areas
for prospecting has been the predic-
tion of extensions of known mineral
belts where they occurred before con-
tinental land masses were separated.
For example, South America fitted
into Africa in a single supercontinent
not too long ago, geologically speak-
ing. (See Figure 1I-4) The locations
of gold, manganese, iron, tin, ura-
nium, diamonds, and other mineral
deposits in Africa are much better
known than those in South America,
although it is expected that South
America’s mineral potential east of
the Andean chain will eventually be
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Figure I-4—CONTINENTAL DRIFT

150 TO 200 MILLION YEARS AGO

TODAY

*W

80 TO 120 MILLION YEARS AGO

In 1912 Wegener noted the striking similarity in the shape of the coastline of the
Americas and of Europe and Africa. He suggested that at one time there had been
a single supercontinent as shown in the upper left of the figure. Wegener postulated
that the landmass broke up and allowed the continents to drift apart as shown in the
upper right until they assumed the position of today.

as great as in comparable regions of
Africa. Prospecting for mineral belts
in northeastern Brazil, the Guianas,
and southern Venezuela in areas as-
sumed to be extensions of African
belts has begun to disclose similar
deposits.

Petroleum and Natural Gas — Sim-
ilarly, where continents have been
broken apart by rifting motions with
the development of a seaway, the new
edges are subject to the deposition of
shelf-type sediments. Prior to the

understanding of continental drift,
many of these continental shelves
were believed to be ancient. Now it is
known that all such new edges are
bounded by thick sections of younger
sediments which may have oil-bearing
potential. This knowledge, coupled
with the geological information pro-
vided in anticipating depths of drilling
as well as structures, has led major oil
companies to undertake a worldwide
prospecting program. The result has
been the discovery of new areas of
economic importance.

The same applies to sediment ac-
cumulations and potential depths of
gas accumulation in such regions as
the North Sea, where reserves of
natural gas are now a substantial fac-
tor in the economies of neighboring
countries.

Thermal Water — An example of
the possibility of unexpected return
from the study of major crustal proc-
esses is seen in the power potential of
the thermal waters of the Salton Sea
area in California. Lower California
is splitting off from the mainland by
the same process of sea-floor genera-
tion as in the mid-Atlantic — namely,
by the upwelling of hot rock materials
from depth. This zone of upwelling
and splitting apart continues up the
Gulf of California and into the conti-
nental region underlying the Imperial
Valley, undoubtedly causing the great
fault systems that have produced the
California earthquakes.

The heated waters resulting from
thermal upwelling represent a great
power potential. It is estimated, for
example, that the power potential in
the Salton Sea, Hungary, and other
regions where there are large, deep
reservoirs of heated water is of the
same order of magnitude as the
known oil reserves of the earth.
Steamwells and natural geothermal
heat have been exploited commercially
in volcanic regions of Italy, Iceland,
and New Zealand, and on an experi-
mental basis in the Salton Sea area.

Environmental Pollution

Nature is the greatest polluter of
the environment. Geochemical proc-
esses have concentrated radioactive
elements at the surface, so that man
is constantly bombarded by a gamma-
ray flux much larger than the average
for the earth as a whole. Streams and
rivers carry rock flour from the action
of glaciers in high latitudes and
hydrated ferric oxides, clays, and
other debris in lower latitudes to such
an extent that deltaic and coastal de-
posits cause problems for shipping
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and water transport, harbors, and re-
sort beaches. When a drainage system
cuts through a large mineral deposit,
it dumps its load of partially oxidized
and soluble metal salts into down-
stream waters.

In order to measure environmental
pollution and change, it is necessary
to know the base levels of natural
pollution and their distributions and
dynamics in space and time. The
response to thermal pollution in rivers
can be predicted on the basis of ob-
serving the ecology of warm waters
in tropical regions. The same applies
to oceanic waters. Natural variations
in radioactivity provide us with sta-
tistics on the effect of a widely
dispersed distribution of radioactive
wastes. Variations in the trace-ele-
ment abundances in natural waters
and soils give us an insight into the
effect of these on biological systems.
Thus, it can be said that a study of
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the geochemical and geological dis-
tributions and processes forms a nec-
essary base for the observation of
perturbations to the natural levels
and rates.

Atmospheric Changes

The history of climatic change, as
different land masses approached or
receded from the equator, has left its
record on the ecology and on surface
deposits. In addition, evolutionary
change of living organisms has super-
imposed progressive changes in the
chemistry of the earth’s surface.
Thus, early in earth’s history, great
thicknesses of banded iron formations
resulted from a combination of evolv-
ing bioorganisms and the atmosphere
of the time.

Atmospheric change has been
closely coupled with the evolution of

photosynthesis processes and, more
recently, with the nature and extent
of land areas in the more tropical
regions of the earth. There is good
evidence to indicate that the partial
pressures of oxygen and carbon diox-
ide in the atmosphere are significantly
different from those in the past, with
some estimates indicating a drastic
variation in the content of oxygen in
particular. An understanding of the
balance between major tropical forest
areas, such as in the Amazon region,
and the partial pressure of oxygen in
the atmosphere would be of some sig-
nificance. But precise measurements
of the rate of change of oxygen
partial pressure with the oxygen-
generating living systems on land and
in the oceans have not been made on
a time-scale of interest to human
existence. We therefore know little
of the short-term effects that might
result from a substantial change in
human land use.



3. EARTHQUAKES

Earthquake Prediction and Prevention

The earthquakes that we are really
interested in predicting are the largest
ones, those capable of taking human
life and causing property damage.
Earthquakes of this size have occurred
countless times in the past few million
years, mostly in relatively narrow
belts on the earth’s surface.

The destructive powers of earth-
quakes and resulting tsunami waves
are well known. For example, the ex-
tremely destructive Alaskan earth-
quake of 1964 killed about 100 people
and caused measurable damage to
75 percent of Anchorage’s total de-
veloped worth. The earthquake also
generated tsunamis that caused se-
vere damage throughout the Gulf of
Alaska, along the west coast of North
America, and in the Hawaiian Islands.

A very severe earthquake in 1960
killed approximately 2,000 people in
Chile and rendered about a half mil-
lion people homeless. Property dam-
age was estimated to be about $500
million. Tsunami damage from this
earthquake occurred along the shores
of South America, certain parts of
North America (principally southern
California), the Hawaiian Islands,
New Zealand, the Philippines, Japan,
and other areas in and around the
perimeter of the Pacific Ocean. About
$500,000 damage was suffered by the
southern California area, while about
25 deaths and $75 million damage
were suffered by the Hawaiian
Islands. The Philippines incurred
about 32 deaths. Japan sustained ap-
proximately $50 million damage.

Earthquake Zones — There are two
catastrophe-prone zones (see Figure
I1-5): first, a region roughly encom-
passing the margin of the Pacific
Ocean from New Zealand clockwise
to Chile, including Taiwan, Japan,

and the western coasts of Central and
South America; and second, a roughly
east-west line from the Azores to
Indonesia and the Philippines, includ-
ing Turkey and Iran and the earth-
quake zones of the Mediterranean,
especially Sicily and Greece.

The parts of the United States with
a history of severe earthquake inci-
dence are the Aleutians, south and
southeastern Alaska, and the Pacific
coast of continental United States.
The two worst earthquakes of the
twentieth century in this country
were the “Good Friday”’ quake near
Anchorage, noted above, and the San
Francisco quake of 1906. In terms
of energy release, the 1964 shock may
have been two or three times as
potent as that of 1906.

Statistical Generalities — The prob-
lem of earthquake prediction is closely
related to statistical studies of earth-
quake occurrence. Such studies en-
able us to make the following gen-
eralizations:

1. Somewhere on the earth there
will be a catastrophic earth-
qguake, one capable of causing
death in inhabited areas, on the
average of between 2 and 100
times a year. Greater precision
is not possible, since a strong
earthquake in a sparsely popu-
lated area will create no major
hazard, while the same earth-
quake in a densely populated
region may or may not cause
loss of life, depending on how
well the buildings are con-
structed.

2. In any given region in the
earthquake-prone zones, a cata-
strophic shock will occur on
the average of once per so

many years, depending on the
size of the region and how
active it is.

But statistical prediction of this
sort is unsatisfactory for an inhabi-
tant of a specific region. This person
is most concerned with his own region
and with a time-scale of much less
than 100 years. This person probably
needs several months’ advance notice
of an impending earthquake, although
we are nowhere near that goal.

Even if it were possible to predict
an earthquake to the nearest minute
or hour, major sociological problems,
of the sort associated in the United
States with civil defense, would need
to be solved. What kind of warning
system should there be? How does
one handle the dispersal of the crowds
involved in possible mass exodus?
And what would be the reaction of
the public if predictions failed to
prove out in, say, 25 percent of the
cases?

Why Earthquakes Occur

The occurrence of earthquakes in-
volves the physics of friction. Accord-
ing to the modern theory of rigid-plate
tectonics, the earth’s surface is cov-
ered with a small number of relatively
rigid, large plates all in motion rela-
tive to one another. At some lines of
contact between two plates, the plates
are receding from one another and
surface area is being created by the
efflux of matter from the earth’s in-
terior. Along other lines, plates are
approaching one another, area is being
destroyed, and surface matter is being
returned to the interior. Along a third
class of contacts, area is neither cre-
ated nor destroyed, and the relative
motions are horizontal.

35



PART II—DYNAMICS OF THE SOLID EARTH

Figure [1-5—SEISMICITY OF THE EARTH

Earthquakes occur in well-defined zones where the plates adjoin. The character

of the earthquakes varies with the nature of the plates’ contact.

However steady the slow motion
of the plates at their centers, the
motions are not steady at their edges.
As the giant plates move relative to
one another, they rub against their
neighbors at their common edges.
The friction at the edges seizes the
plates and allows the accumulation of
stress at the contact. When the stress
at these contacts exceeds the friction,
the contact breaks, a rupture takes
place, and an earthquake occurs. (See
Figure I11-6)

A map of earthquake locations,
therefore, is actually a map of the
plates, and the character of earth-
quakes varies with the nature of the
plates’ contact. The character of the
earthquakes in the Aleutians and
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along the San Andreas Fault of Cali-
fornia are significantly different, for
example: the first is a zone of com-
pression with surface area being con-
sumed, while the second is a zone of
relative horizontal motions with con-
servation of area.

Approaches to Earthquake
Prediction

The prediction problem is, there-
fore, the problem of finding a way to
determine the first breakage of the
frictional contact between two plates
at a particular point along the plate
boundary. This problem can be ap-
proached by three methods: a search
for premonitors, stress measurement,
and historical studies.

Search for Premonitors — When
solids approach the breaking point,
they enter a nonlinear regime of plas-
tic deformation in which the physical
properties of the materials change
markedly. Although the stresses con-
tinue to accumulate at a constant rate,
the strains increase greatly prior to
fracture. Indeed, in some cases, much
of the deformation observed in earth-
quakes is not associated with abrupt
displacements in rupture but is due
to “creep” —i.e., plastic deforma-
tion — certainly occurring after, and
probably occurring before, the shock.
Pre-shock creep has been observed in
laboratory experiments on fracture
and has been reported by Japanese
seismologists prior to some Japanese
earthquakes.



Figure 1I-6—THE UPPER MANTLE IN THE REGION OF FIJI-TONGA-RARATONGA
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This figure depicts an area where the Pacific plate (east of the Tonga trench) meets
with the India plate, pushing the lithospheric mass of the Pacific plate downward
forming the Tonga trench. Earthquakes take place all along this zone, closer to the
surface near the trench and at progressively greater depth beneath the continental

(India plate) mass.

Changes in the rate of strain are
another potential premonitor. These
changes would be accompanied by an
increase in the rate of occurrence of
microearthquakes —i.e., very small
earthquakes that are indicators of
“creaking.” The U.S. program for
earthquake prediction has a strong
component devoted to the problem of
detecting changes in rates of strain
along parts of the San Andreas fault
system, including triangulation and
leveling, tilt, distance measurements,
and microearthquake observations.
Some intermediate-sized earthquakes
have been preceded by observed in-
creases in rates of microearthquake
activity and by increases in the strain
rate, as measured by changes in the
lengths of reference lines drawn
across known faults and by changes
in the tilt rate.

Other physical properties in the
vicinity of earthquake faults may
change prior to rupture. These in-
clude magnetic susceptibility, elec-
trical resistivity, and elastic-wave
velocities. There is one, as yet un-

duplicated, example of a Japanese
earthquake preceded by major changes
in the local magnetic field. A minute
change in the magnetic field has also
been noted in the neighborhood of
one part of the San Andreas Fault
about one day before each of several
microearthquakes occurred. Changes
in the other properties have been ob-
served in laboratory experiments on
rock fracture but have not been veri-
fied in earthquake examples.

Stress Measurement — There is
considerable debate about the values
of the critical stress required to cause
rupture. Seismological estimates place
the stress drop at about 10 to 100
atmospheres (bars). Laboratory ex-
periments show the stress drop to be
perhaps one-fourth the shear stress
across the frictional surface, although
there appears to be some seismologi-
cal evidence that the fractional stress
drop rises with increasing earthquake
magnitude. In any event, the overbur-
den pressure should be enough to
seal faults shut, and no earthquakes
should occur below about 2 kilome-
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ters. But earthquakes do occur below
this depth. Thus, one must find some
reason why friction at depth is re-
duced. One way of doing so is to
invoke the role of water as an impor-
tant lubricant: that is, rocks lose
some or all of their shear strength
when interstitial water is raised in
temperature.

No major progress has yet been
made on in situ measurement of shear
stress and determination of pore
water pressure and temperature (to
determine critical shear rupture
stress). In principle, direct stress
measurement may be the simplest
way to predict earthquakes, but it
may also be the most difficult to
effect in practice.

Historical Method — In this case,
we ignore the physics of the earth-
quake mechanism in large part, and
concentrate instead on the history of
earthquake occurrence (seismicity) as
a mathematical sequence. We can
then investigate this historical se-
quence for regularities — if any are
present. The search may take two
forms: (a) a search for triggering
effects —i.e., a tendency for earth-
quakes to occur at certain preferred
times; and (b) a search for organiza-
tion within a local catalog.

Triggering is a cross-correlation
problem in which two time-series are
compared, one of which is the catalog
or compilation of the earthquake his-
tory for a particular region. No sig-
nificant triggering effects have vyet
been found, although the earth tides
should be the most likely candidate.
In a number of cases, earthquake
activity at a distance from a given
region seems to be reduced following
a large shock. However, this effect
may be “’psychoseismological”: that
is, seismologists are more likely to
report aftershocks in an active area
and to neglect reporting for other
areas. Furthermore, the occurrence
of a large shock in one region will
reduce the tendency for another to
occur in the same region, and will

37



PART II—DYNAMICS OF THE SOLID EARTH

increase the likelihood of a shock
occurring in a neighboring region
over a time-scale of several years.

Organization is an auto-correlation
problem — i.e., one must search for
predictive elements in the time-series
of shocks for a given region within
the series itself, without benefit of
comparison with other time-series.
Although a given earthquake catalog
does not appear to be wholly random,
the “signal-to-noise” ratio is small.
The differences from randomness are
small, and the problems of extracting
the organized part from the random
part has not yet been solved.

The Limits of Prediction

In Active Areas — All three meth-
ods of prediction in active areas share
one major difficulty: even in Cali-
fornia, where most U.S. activity in
prediction research is concentrated,
the rate of occurrence of truly large
shocks is small.

We have not had a great earth-
quake in California since careful seis-
mological records began to be kept.
The three great historical shocks —
San Francisco (1906), Lone Pine, or
Owens Valley (1872), and Fort Tejon,
near Los Angeles (1857) — all oc-
curred in earlier times. The historical
method postulates that the order of
small- and intermediate-sized shocks
can be used to predict when large
shocks will occur. However, seis-
mologists do not really know what
they are looking for, since a large
shock has not taken place in the
modern era of California seismology.

The same criticism applies to the
other two methods. In the search for
premonitory effects and the measure-
ment of in situ stress, the presumption
is that the anomalous, or critical, states
will be obtained for the large shock
by studying these states for the small
or intermediate shocks. Whether this
is correct or not will be seen after
the next large shock. Indeed, our pre-
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dictive capabilities for the second and
succeeding large shocks, after the
next one has occurred, will be much
better on all accounts, for we will
then know what we are looking for.

In Stable Regions — Problems of
prediction are difficult enough in
regions of high activity such as the
circum-Pacific belt. They are almost
impossible in regions with little or no
history of seismicity. For example,
the region from the Rocky Mountains
to the Atlantic Coast is supposed to
be stable; yet two of the greatest
earthquakes in U.S. history occurred
east of the Rockies. Destructive
earthquakes of record occurred in
southeastern Missouri in 1811 (the
shock was felt over an area of two

million square miles; it relocated the
Mississippi River) and near Charles-
ton, South Carolina, in 1886.

Seismic-risk studies show the New
York area to have a hazard roughly
100 times smaller than southern Cali-
fornia. Does this mean that the larg-
est shocks on the southern California
scale would recur in the New York
area at an interval of 10,000 years?
Or are the largest possible shocks for
the New York area less than the larg-
est for southern California? The 1811
and 1886 experiences show that stable
regions are not immune. But we still
have no way of determining where in
stable United States a great earth-
quake is likely to occur — or when.
(See Figure I1-7)

Figure N-7—SEISMIC RISK IN THE UNITED STATES
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This figure delineates the areas where earthquakes have occurred and have caused
damage within the United States. The range is from areas of no damage in southern
Texas and Florida to areas of major damage such as the western coast of California.
Intensities are measured from 0 to 8 in terms of the Richter scale.




Minimizing Earthquake Damage

About 10,000 people a year die as
a consequence of earthquakes. Most
of them live in underdeveloped parts
of the world, where housing is not
well constructed; indeed, the United
States and Canada may be among the
few places in the earthquake zones of
the world where building construction
is even slightly seismo-resistant, be-
cause reinforcing steel is used in
public buildings and wood framing
in private residences in the seismic
zones.

Much more needs to be done, how-
ever. Structural engineers can now
determine the response of a building
to a given excitation with reasonable
accuracy. The basic problem remains
that of knowing what the ground
motion will be in a large earthquake,
so that appropriate building standards
can be established. Some measure-
ments of ground motion in earth-
quakes of intermediate size are avail-
able, but there are no good records
for large shocks. In California, the
next great shock may cause property
damage amounting to billions of dol-
lars. Loss of life may well be in the
thousands. Some of this hazard can
be reduced if appropriate changes in
the building codes for new con-
struction are made with the aim of
minimizing casualty from great earth-
quakes.

Until now, there has been severe
disregard of the earthquake hazard.

Tracts of homes are built within a
few feet of the trace of the 1906 San
Francisco earthquake, for example.
This section of the fault has remained
locked since 1906, but some creep
has recently been observed. Accelera-
tion of the creep could imply a sig-
nificant hazard in an important urban
area.

“Man-Made” Earthquakes

Some natural earthquakes have
been triggered by man. The trigger-
ing agents have included underground
nuclear explosions, the filling of dam
reservoirs, and the injection of water
into porous strata. In all cases, the
earthquakes occurred near the trigger-
ing agent. In all cases, the energy re-
leased in the earthquake was already
stored in the ground from natural
sources.

The water-injection case that oc-
curred near Denver, Colorado, is of
considerable interest. In that case, it
can be surmised that the water in-
jected into a shallow well at the Rocky
Mountain Arsenal between 1962 and
1965 lowered the friction on a pre-
existing fault and allowed a series of
earthquakes to be initiated. The oc-
currence of shocks was correlated to
the pumping history in the well. They
showed an increasing migration with
time and an increasing distance from
the well — all this in a region with no
previous history of earthquakes. In
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this case, the water seems to have
acted as a lubricant to reduce the fric-
tion. The migration of the shocks
was due to stress propagation by
concentrations at ends of ruptured
segments.

Can Great Earthquakes be
Prevented?

Although these earthquakes were
triggered by man in his usual way of
modifying the environment without
thought for the consequences, the
experience in Colorado prompts an
interesting speculation. Suppose, for
example, one were to envision the
following situation some years from
now: Pumping stations are located
astride all the major earthquake zones
of the world. They serve to raise the
water pressure on the fault surfaces
several kilometers below the surface,
thereby reducing the friction. The
large plates are thus lubricated and,
without the friction at their edges,
they move at faster rates than at pres-
ent, releasing the accumulated stress
in a series of small, harmless earth-
quakes and avoiding the human toll of
destructive, catastrophic earthquakes.

There are many years of research
between the first bit of serendipity at
Denver and this fantasy, however. In
the meantime, work on the prediction
problem must go ahead until the solu-
tion to the prevention problem makes
prediction gladly meaningless.
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4. VOLCANOES

In many parts of the world vol-
canoes are an important part of man'’s
environment. They are usually con-
sidered destroyers. But although vol-
canoes do a great deal of damage, and
have taken many thousands of lives
over the past few centuries, they are
benefactors in the long run.

Volcanic regions, especially those
in which the surface has been covered
with volcanic ash, tend to be very
fertile. The effect is most marked
in tropical regions where leaching
rapidly removes plant nutrients from
the upper part of the soil; there, new
ash falls restore the lost materials. A
close correlation between population
density and soil type has been shown
in Indonesia, for example, with by
far the densest populations in areas
where very young or still active vol-
canoes have added ash to the soil.
World over, the agricultural popula-
tion clusters in the most fertile re-
gions; it is likely to do so increasingly
as population grows and food supplies
become less adequate. Yet some of
the most fertile areas, close to active
volcanoes, are the most subject to
volcanic destruction. Furthermore,
volcanoes that have been quiet for
centuries may still be active and may
erupt again. In order to continue to
make use of these badly needed rich
agricultural areas close to volcanoes,
we must learn to forecast volcanic
activity, and to deal with it when it
comes.

A Brief Overview

Volcanoes are places where molten
rock or gas, or usually both, issue at
the surface of the earth. As the
molten rock, known as magma, rises
from depth, it contains dissolved
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gases; but as the magma enters zones
of lesser pressure near the earth’s sur-
face, some of the gas comes out of
solution and forms bubbles in the
liquid. The bubbles tend to escape
from the magma, but in order to do
so they must move to the upper sur-
face of the liquid and rupture the
surface. When the viscosity of the
magma is relatively low — as it is,
for example, at Kilauea Volcano, in
Hawaii — the bubbles escape easily;
but when the viscosity is high, they
escape less readily and accumulate in
the magma instead, their size and
pressure increasing until they are able
to burst their way free. This produces
an explosion. Thus, volcanic erup-
tions may consist of a relatively gentle
outwelling or spurting of molten rock,
which flows away from the vents as
lava flows, or of violent explosions
that throw shreds of the molten rock
or solid fragments of older rock high
into the air, or of any mixture of
the two.

The fragments thrown out by ex-
plosions are known as pyroclastic
material. The large fragments are
bombs, blocks, scoria, or cinder; the
sand- to dust-size material is called
volcanic ash. Some eruptions dis-
charge mostly gas; and gas is given
off, sometimes copiously, by many
volcanoes between eruptions.

The fact that a volcano has not
erupted for centuries does not make
it less dangerous. We have many ex-
amples of volcanoes that have been
dormant for hundreds of years, only
to return to life with catastrophic
eruptions. At the beginning of the
Christian era, Vesuvius had been quiet
for hundreds of years; but in A.D. 79
it erupted, destroying all the agricul-
tural land on its flanks and close to its
base, and the cities of Pompeii, Her-

culaneum, and Stabia. The greatest
eruption of recent years, at Kam-
chatka in 1956, took place at a long-
inactive volcano that had been given
so little attention that it had not even
received a name. The name we use
for it today, Bezymianny, means "'no
name.” Many other examples could
be given, including that of Arenal, in
Costa Rica, in 1968.

Within the U.S., the active vol-
canoes of Hawaii and Alaska are well
known. Familiar, too, is the line of
great volcanic mountains along the
Cascade Range, from northern Wash-
ington into northern California. Al-
though the latter are not usually con-
sidered to present any volcanic risk,
they really do. Several eruptions have
taken place in the Cascade Range in
the past 170 years, the latest at Lassen
Peak, California, during the years
1914 to 1919. Six thousand years ago
a tremendous eruption at the site of
the present Crater Lake, in Oregon,
covered hundreds of thousands of
square miles with ash and devastated
the area immediately around the
mountain. Other Cascade volcanoes
may behave similarly in the future.
Several appear to be in essentially the
same state as Mt. Mazama, at Crater
Lake, before its great eruption.

Lava Flows

Streams of liquid rock are lava
flows. Where the magma has low
viscosity and the supply is large, a
lava flow may spread for tens of
miles. Some flows in the Columbia
River lavas of Washington and Ore-
gon have been traced for distances of
more than 100 miles and over areas
of more than 10,000 square miles.
Since 1800, lava flows on the island



of Hawaii have covered more than
300 square miles of land surface.
Much of this was unused land on the
upper slopes of the mountains, but in
1955 a large part of the six square
miles buried by lava was prime agri-
cultural land. Again in 1960, several
hundred acres of rich sugar land were
covered. On the other hand, the lava
built out the shoreline of the island,
creating half a square mile of new

land.

The land buried by lava flows is not
lost forever. The rapidity with which
vegetation reoccupies the lava surface
varies greatly with climate. In warm
areas of high rainfall, plants move in
quickly. The lava flows of 1840, on
the eastern end of the island of
Hawaii, are already heavily vegetated.
In dry or cold areas the recovery is
much less rapid.

It has been found that simply
crushing the surface of the lava, as by
running bulldozers over it, greatly
speeds reoccupation by plants, appar-
ently because the crushed fine mate-
rial retains moisture. Certain types of
plants can be successfully planted on
a surface treated in this way within a
few years of the end of the eruption.
In 1840, Hawaiians were found grow-
ing sweet potatoes on the surface of
a lava flow only about seven months
old. Experimentation with ways of
treating the flow surface and with
various types of plants will probably
make it possible to use many flow
surfaces for food crops within two
years of the end of the eruption.

Methods for the Diversion of Lava
Flows — Several methods have been
suggested. In 1935 and 1942, lava
flows of Mauna Loa, Hawaii, were
bombed in an effort to slow the ad-
vance of the flow front toward the
city of Hilo. The results indicated
that, under favorable circumstances,
the method could be successful. They
also indicated, however, that not all
lava flows could be bombed with use-
ful results.

It has been suggested that lava
flows can be diverted by means of
high, strong walls, not in order to
stop the flow but only to alter its
course. Walls of this sort, although
poorly planned and hastily built, were
successful to a limited degree during
the 1955 eruption. Walls built during
the 1960 eruption were of a different
sort, designed to confine the lava
like dams rather than to divert it.
Although the lava eventually over-
topped them, they appear to have
considerably reduced the area de-
stroyed and were probably respon-
sible for the survival of a large part
of a beach community and a vitally
important lighthouse.

Whether such walls would be effec-
tive against the thicker, more viscous
lava flows of continental volcanoes is
not known. Thick, slow-moving lava
flows at Paricutin Volcano, in Mexico,
did not crush the masonry walls of a
church that was buried by the lava
to roof level. Walls generally would
be useless against lava of any vis-
cosity where the flow is following a
well-defined valley. Fortunately, the
flows of continental volcanoes usually
are shorter and cover less area than
Hawaiian flows, thus reducing the
area of risk. Much more research is
needed on ways to control lava flows.

Ash Falls

It was formerly believed that ash
from the great explosion of Krakatoa
Volcano, between Java and Sumatra,
drifted around the earth three times
high in the stratosphere. Although it
now appears that the brilliant sunsets
once regarded as evidence of this were
probably caused instead by an aerosol
of sulfates resulting from interaction
of volcanic sulfur dioxide gas and
ozone, it has been repeatedly demon-
strated that violent eruptions may
throw volcanic ash high into the
upper atmosphere, where it may drift
for hundreds of miles. For instance,
ash from the 1947 eruption of Hekla,
in Iceland, fell as far away as Mos-
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cow; ash from the eruption of Qui-
zapu, in Chile, fell at least as far away
as Rio de Janeiro, 1,850 miles from
the volcano; and ash from the Crater
Lake eruption has been traced as far
as central Alberta.

Although it has not been absolutely
proved, it appears probable that large
amounts of ash in the atmosphere
affect the earth’s climate. Ash from
the 1912 eruption of Mt. Katmaij,
Alaska, is believed to have reduced by
about 20 percent the amount of solar
radiation reaching the earth’s surface
at Mt. Wilson, in southern California,
during subsequent months; ash from
the Laki eruption in Iceland drifted
over Europe and appears to have
caused the abnormally cold winter of
1783-84. Other examples have been
cited, although some investigators
find no evidence for it.

Heavy ash falls may destroy vege-
tation, including crops, within a radius
of several miles around the volcano.
Ash from the Katmai eruption de-
stroyed small vegetation at Kodiak,
100 miles away, although bigger trees
survived. During the 1943 eruption
of Paricutin, even the big trees were
killed where the ash was more than
three feet deep. Even a few inches of
ash will smother grass.

Serious indirect consequences may
arise. A great famine that resulted
from destruction of vegetation and re-
duction of visibility to the point
where the fishing fleet could not work
followed the Laki eruption and is said
to have killed a large proportion of
the population of Iceland. Around
Paricutin, thousands of cattle and
horses died, partly of starvation and
partly from clogging of their digestive
systems from eating ash-laden vege-
tation. Even if it causes nothing
worse, ash-covered vegetation may
cause serious abrasion of the teeth of
grazing animals. Cane borers did
serious damage to sugar cane in the
area west of Paricutin, because the
ash had destroyed another insect that
normally preyed on the borers. Any
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disturbance of the natural regime may
have surprising results!

Direct damage to fruit and nut trees
can be reduced by shaking the ash
from the branches; and collapse of
roofs of dwellings under the weight
of ash can be reduced by shoveling or
sweeping off the ash. Much addi-
tional research is needed on ways to
reduce other damage from ash.

Light ash falls are beneficial. The
ash acts as a mulch, and helps to
retain water in the soil for plant use
and to supply needed plant foods.
Within a few months after the erup-
tion, areas covered with a thin layer
of ash commonly look as though they
had been artificially fertilized. The
fertility probably could be further in-
creased by proper treatment of the
ash-covered ground.

Fragmental Flows

Glowing avalanches (”nuées ar-
dentes””) are masses of red-hot frag-
ments suspended in a turbulent cloud
of expanding gas. The main portion
of the mass travels close to the
ground and is closely guided by
topography, but above it is a cloud
of incandescent dust that is much less
restricted in its spread. The ava-
lanches are exceedingly mobile; they
may travel as fast as 100 miles an
hour. Some glowing avalanches are
caused when large volumes of hot
debris are thrown upward nearly ver-
tically by explosions and then fall
back and rush down the slopes of
the volcano. This happened, for in-
stance, on the island of St. Vincent,
in the Lesser Antilles, in 1902. The
results were disastrous; thousands of
people died. The glowing avalanches
of Mt. Pelée, Martinique, in the same
year, appear to have originated from
low-angle blasts at the edge of a
steep-sided pile of viscous lava (a
volcanic dome) that grew in the crater
of the volcano. They devastated the
mountain slopes, destroyed the city of
St. Pierre, and took over 30,000
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human lives. Still other glowing ava-
lanches result from collapse of the
side of the dome after it has grown
beyond the crater, or from collapse
of thick lava flows on the slope of
the volcano. Those formed by col-
lapse of a summit dome are common
on Merapi Volcano, in Java.

The association of glowing ava-
lanches with domes is so common
that any volcano on which a dome
is growing or has grown should be
suspect. Particularly where a growing
dome has expanded onto the outer
slope of the volcano, the area down-
slope is subject to glowing avalanches
and probably should be evacuated
until some months after the dome has
stopped growing and achieved appar-
ent stability.

Glowing avalanches are guided by
existing valleys, and their courses can
be predicted to some extent. The
upper parts of big ones may override
topographic barriers, however. 5t.
Pierre was destroyed by the upper
part of a big avalanche that continued
over a ridge while the main mass of
the avalanche turned and followed a
valley.

Ash flows resemble glowing ava-
lanches in being emulsions of hot
fragments in gas. They are also ex-
ceedingly mobile and travel distances
as great as 100 miles or more so
rapidly that, when they finally come
to rest, the fragments are still so hot
they weld themselves together. An
historical example occurred in the
Valley of Ten Thousand Smokes,
Alaska, in 1912. Older ones cover
many thousands of square miles in
western continental United States. A
fairly recent example is the Bishop
tuff in California.

The great speed of glowing ava-
lanches and ash flows probably makes
effective warning impossible once
they have started; and their great
mobility and depth appears to make
control by means of walls unfeasible.
The only hope of averting future dis-

asters seems to be in recognizing the
existence of conditions favorable to
their generation, and issuing a long-
range warning in advance of their
actual initiation.

Mudflows are slurries of solid frag-
ments in water. Not all of them are
volcanic, but volcanic ones (lahars)
are common. They may be either hot
or cold, and they may originate in
various ways: by the ejection of the
water of a crater lake, by rapid melt-
ing of ice or snow, or, most com-
monly, by heavy rains. The water
mixes with loose pyroclastic or other
debris on the sides of the volcano
and the mud rushes downslope, with
speeds of up to 60 miles an hour,
sweeping up everything loose in its
path. In the last several centuries,
mudflows have probably done more
damage, and taken more lives, than
any other volcanic phenomenon.
They were, for instance, the principal
cause of damage during the 1963
eruption of Irazu, in Costa Rica.

At Kelut Volcano, in Java, explosive
eruptions repeatedly ejected the water
of the crater lake, causing mudflows
on the flanks that took thousands of
lives and destroyed plantations and
rice paddies in the rich agricultural
area near the base of the volcano.
In 1919 alone, an area of 50 square
miles of arable land was buried and
about 5,100 persons were killed. In
an effort to improve the situation,
Dutch engineers drove a series of
tunnels through the flank of the vol-
cano and lowered the level of the
crater lake to the point that the vol-
ume of water remaining would be
insufficient to cause big mudflows.
This was effective. During the big
eruption of 1951 only seven persons
were killed, all on the upper slopes
of the volcano, and no damage was
done to the agricultural land at the
base. The eruption destroyed the
tunnel entrances, however, and they
were not reconstructed in time to pre-
vent a new disaster in 1966. A new
tunnel, completed in 1967, has again
drained the lake to a low level. As



Indonesian authorities are well aware,
the present menace on Kelut is in-
creasing as a result of the steady
increase of population on the fertile
flanks of the volcano.

In Java, attempts were made to
warn of hot mudflows by installing
thermal sensors in the upper parts of
the valleys on the slopes of volcanoes,
with an electrical alarm system in
villages on the lower slopes. It was
hoped that the villagers would have
time to reach high ground before the
mudflow arrived. In places, artificial
hills were built to serve as refuges.
The alarms were unreliable, however,
and did not work at all for cool
mudflows.

Mudflows, being essentially streams
of water, are closely controlled by
topography, and it is possible to an-
ticipate which areas are most threat-
ened. Dams built to try to contain
the mudflows from Kelut failed when
the small reservoirs behind them be-
came overfull. It might be possible,
however, in some favorable localities,
to use diversion barriers like those
suggested for Hawaiian lava flows.
In general, the best possibility seems
to be to learn to recognize the situa-
tions most likely to lead to mud-
flows, and issue warnings when these
develop.

Gases

The most abundant gas liberated at
volcanoes is water. Less abundant
are carbon gases, sulfur gases, am-
monia, hydrogen, hydrochloric acid,
and hydrofluoric acid. Sulfur dioxide
and sulfur trioxide unite with water
to form sulfurous and sulfuric acids.

The acid gases may be injurious to
plants downwind from the volcano.
Mild gas damage resembles smog
damage in cities. More severe damage
causes fruit to drop and leaves to turn
black and fall; it may kill the plant.
Serious damage of this sort has been

experienced on coffee plantations to
the lee of the volcanoes Masaya, in
Nicaragua, and Irazu, in Costa Rica,
and less severe damage has occurred
in Hawaii.

Suggested countermeasures have
included trapping the gases at the
vents in the volcanic crater and dis-
charging them at higher levels in the
atmosphere by means of a high flue,
or precipitating them by means of
chemical reactions. Valuable chemi-
cals might be recovered in the process.
Local application of chemicals directly
on the plants in order to neutralize
the acids has been tried, but this is
expensive and not wholly effective.
Further research on this subject is
indicated.

Predicting Eruptions

Accurate prediction of time, place,
and nature of volcanic eruptions would
go far toward eliminating the dis-
asters that arise from them. How-
ever, although some progress has
been made in this direction, we are
still a long way from being able to
make accurate predictions. The indi-
cations that have been used to predict
time and place of eruptions are: earth-
quakes, swelling of the volcano,
change of temperature or volume of
gas vents (fumaroles) or hot springs,
changes of elevation in areas near
the volcano, and opening or closing
of cracks in the ground.

Tumescence — Scientists of the
Hawaiian Volcano Observatory have
found that Kilauea Volcano swells up
before eruptions and shrinks once the
eruption has started. However, the
tumescence may continue for months,
or even years, before eruption finally
takes place; furthermore, it sometimes
stops and detumescence occurs with-
out any eruption. (The magma may
be drained away by intrusion into the
subsurface structure of the volcano.)
Tumescence, therefore, does not indi-
cate when an eruption will occur, but
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only that the potential for eruption
is present.

Earthquakes — Some eruptions are
preceded by swarms of shallow earth-
quakes over periods of a few hours
or days. These, combined with the
swelling of the volcano, are the most
useful short-range tool for prediction.
The eruption of Vesuvius in A.D. 79
was preceded by ten years of very
frequent earthquakes, and with our
present knowledge we could probably
have made a general long-range pre-
diction that the volcano was likely to
erupt, though we still probably could
not have said just when. Other erup-
tions appear to have had no definite
seismic prelude.

Upheavals and Cracks — Marked
swellings or upheavals have taken
place before eruptions at some vol-
canoes, though more commonly none
has been detected. This may be partly
because of lack of appropriate instru-
ments in proper positions. Upheaval
of the land causes the shoreline in
the vicinity of Naples to shift seaward
a few hours or days before some erup-
tions of Vesuvius. A similar upheaval
preceded the eruption of Monte
Nuovo, in the Phlegrean Fields north-
west of Naples, in 1538, In 1970 the
region was again being upheaved,
with the opening of cracks and in-
crease of fumarolic action in the
nearby crater of Solfatara Volcano;
these things suggested strongly that
an eruption would take place in the
area soon.

Tilt Patterns — In 1943, at Showa
Shin-Zan, in Japan, the ground sur-
face was pushed up to form a bulge
150 feet high and 212 miles across
before the eruption finally started.
The 1960 eruption of Manam Vol-
cano, near New Guinea, was preceded
by a large number of earthquakes
and tumescence that resulted in tilting
of the ground surface through an
angle ranging from 8 to 18 seconds of
arc. Tilting of the ground surface has
been observed before eruptions at
some other volcanoes, but it has not
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been found commonly. In retrospect,
workers at Nyamuragira Volcano, in
central Africa, believed that swarms
of earthquakes would have made it
possible to predict the 1958 eruption
about 30 hours before the outbreak,
but no such prediction was made. At
most volcanoes, including most of
those in western United States, the
instrumental installations necessary to

Giant strides have been made in
our understanding of the dynamics
of the earth’s surface and of the be-
havior of rock systems at pressures
and temperatures equivalent to sub-
crustal conditions within the earth.
Yet our knowledge of the basic
physics and mechanisms involved in
volcanic processes are at best sketchy,
our explanations speculative and
largely qualitative, and our predic-
tions based on observed history rather
than fundamental understanding of
the real mechanics involved.

The number of scientists conduct-
ing serious investigations of volcanoes
is fairly small; they are concentrated
in the countries where most of the
earth’s 450 active volcanoes are
found — the circum-Pacific belt (New
Zealand, the Philippines, Japan, east-
ern Soviet Union, Alaska, and western
North and South America) and an
east-west region extending from Java
through the Mediterranean. Most of
today’s students are Japanese, Ameri-
can, Russian, Italian, Australian, In-
donesian, or Dutch.

Interaction with Man and
Environment

Volcanoes are spectacular in state
of eruption, and their effects on life
and property have often been devas-
tating. Damage is inflicted by several
means: fall of fine-grained ash from
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recognize either earthquake preludes
or diagnostic tilt patterns are still
lacking.

History — The prediction of the
type of eruption rests almost wholly
on a knowledge of the past history of
the volcano. What has happened be-
fore is most likely to happen again.
In most instances, however, the his-
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the atmosphere; ash flows; lava flows;
and tidal waves associated with
violent eruptions. The most devas-
tating and dangerous eruptions are
those that produce ash flows or vio-
lent blasts. These are also among the
least understood, because the erup-
tions are short-lived and have not
been well studied.

The United States has over 30
active volcanoes, mostly in Alaska.
(See Figure II-8) Within continental
United States, large dormant vol-
canoes include Mt. Rainier, Mt. Baker,
Mt. St. Helens, Mt. Shasta, and Mt.
Lassen. Phreatic (steam-blast) erup-
tions occurred in Hawaii in 1924; the
hazard grows with population density.

Alteration of the environment near
an erupting volcano can be dramatic.
Some believe the decline of Minoan
civilization on Crete (about 1500 B.c.)
resulted from the eruption of the vol-
cano Thera. More recently, an ash
fall associated with the 1968 eruption
of Cerra Negro, Costa Rica, threat-
ened to choke off San Juan, the capital
city. In the United States, historic
lava flows from Kilauea and Mauna
Loa, on Hawaii, have reached the sea,
burying productive sugar cane fields.
The 1959 flow accompanying an erup-
tion along the east rift zone of Kilauea
buried the town of Kapoho. The 1950
flow from Mauna Loa reached the sea,
endangering for a time the town of

tory must be deduced from careful
geological studies, and we still do not
know the history of most of the
earth’s volcanoes.

Clearly, it will be some time before
we can consistently predict eruptions
at most volcanoes, including those in
some of the most heavily populated
areas.

Kailua-Kona on the west side of
Hawaii.

Among the greatest direct threats
to life are eruptions producing ash
flows. A spectacular and devasting
historic eruption of this type occurred
on Martinique in 1902. An ash erup-
tion from Mt. Pelée flowed down the
flank of the mountain at an estimated
50 to 100 miles per hour and buried
the town of St. Pierre, with a loss of
38,000 lives. A passing ship observed
a similar eruption at Mt. Katmai,
Alaska, in 1912; it produced the Val-
ley of Ten Thousand Smokes, but
there was no known loss of life. Such
eruptions could recur nearly any-
where along the Aleutian chain. An
eruption of this type in a populated
region would be a catastrophe.

One of the most dramatic examples
of the effect of volcanic action on the
environment was the eruption of
Krakatoa, in 1883, in eastern Sumatra.
Krakatoa is a large, cauldron-type
volcano. It erupted with an energy
estimated as equivalent to 100 to 150
megatons of TNT. Some 36,000 peo-
ple lost their lives in this eruption and
the tidal wave that accompanied it.
The blast was believed to have been
the result of sea water entering the
magma chamber after a two-week
period of relative quiet. The resulting
acoustic wave produced in the atmos-
phere propagated to the antipodes
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and back eight times as recorded by
microbarographs around the world.
Fine-grained ash was dispersed
throughout the atmosphere and pro-
duced distinctly red sunsets as far
away as Europe.

Long-Term Effects — Volcanoes
may also have an important effect on
man’s environment on geologically
long time-scales. Fine-grained air-
borne volcanic material may have a
serious effect on the long-term heat
balance of the earth, for example, by
changing the reflection properties of
the upper atmosphere. The ash from
Krakatoa reduced the incident solar
flux to the surface by about 20 per-
cent of its normal value. Such effects
have been postulated as a possible
contributing cause for continental
glaciation. In this view, glaciations
result from a reduced heat flux to the
earth’s suface as a consequence of
fine ash in the atmosphere dispersed
by a higher general level of volcanic
activity.

In addition, most of the gases that
produce the atmospheres and oceans,
the products of outgassing of the
earth’s interior, probably reach the
surface through volcanoes. Hence,
the nature of volcanism is intimately
tied to such general questions as the
nature and evolution of planetary
atmospheres.

Ability to Forecast Eruptions

Perhaps the most serious matter is
that of predicting catastrophic and
unexpected eruptions. Volcanic soils
are among the most fertile in the
world; consequently, the slopes of
even active volcanoes are populated
and used for agricultural purposes.
Furthermore, the time between violent
volcanic events varies from several
decades to several thousand years—a
short time geologically but a long time
on the scale of man’s life and memory.
There is thus a significant amount of
economic pressure to occupy hazard-
ous places. It is virtually certain that
violent eruptions like those at Kraka-
toa, Vesuvius, or Mt. Pelée will occur
in the future.

Our ability to explain or predict
volcano behavior is poor and restricted
to a few isolated, well-studied ex-
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amples. The behavior of Kilauea, on
the island of Hawaii, is one of the
most systematically monitored and
historically well-studied volcanoes in
the world, along with Asama and
Sukurajima in Japan. (In 1914, Su-
kurajima erupted and seven villages
were destroyed; property damage was
some $19 million, as 25 square kilo-
meters were buried under new lava;
no lives were lost.) Kilauea has been
monitored almost continuously since
1912, the year that Jagger estab-
lished the Hawaiian Volcano Obser-
vatory (HVO), operated since 1917 by
the U.S. Geological Survey (USGS).
Integrated geological, geophysical,
and petrological chemical observa-
tions have been made of Kilauea’s
eruptions and the lavas produced.
Small-scale earthquakes accompany-
ing upward movement of molten rock
at depth have also been studied.
Swelling of the volcano prior to erup-
tion has been monitored by precise
leveling and strain measurements. All
this has resulted in a basis for erup-
tion prediction based on previous ex-
perience.

The ability to predict eruptions at
Kilauea has little use elsewhere, how-
ever, since each volcano has it own
personality which must be studied to
be understood. Furthermore, Hawai-
ian-type volcanism, while it has been
destructive of property, is the most
passive of all types of eruption. And,
in spite of a long history of observa-
tion and systematic data collection at
Hawaii, we are still basically ignorant
of some important and interesting
facts: details of the melting processes
operative in the earth’s mantle that
are responsible for the generation of
the lava; the mechanics of the propa-
gation of fractures in the mantle crust
and the hydrodynamics of transport
of the lava to the surface; the rela-
tionship of the lava to the fragments
of subcrustal (mantle) rocks contained
in some lavas; the nature of the man-
tle underlying Hawaii; and, finally,
why the Hawaiian chain (and the ac-
tive volcanism) is marching south-
eastward across the Pacific.
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Diversion and Modification
Through Technology

Hilo, the second largest city in the
Hawaiian Islands, lies in the bottom
of a shallow, trough-like valley on the
east flank of Mauna Loa and Kilauea.
By chance, the most voluminous his-
toric flows have occurred on Mauna
Loa’s west side and have, therefore,
flowed away from Hilo. In 1938 and
1942, however, lava flows erupted
from the east side of the peak and
proceeded downslope toward Hilo.
The U.S. Army Air Force, acting on
recommendations of geologists from
the HVO, bombed lava tubes in the
upper part of the 1942 flow, success-
fully diverting the flow of hot lava
from the interior of the tubes onto the
surface of the flow and possibly slow-
ing the forward advance of the flow’s
leading edge some fifteen miles down
the hill. The flow did not reach Hilo.
The effectiveness of the bombing is a
matter of conjecture, however, since
termination of the extrusion of lava
from Mauna Loa occurred at about
the same time.

While there have been no direct at-
tempts to alter the cycle of activity of
any volcano, a 1.2-megaton atomic
experiment conducted by the Atomic
Energy Commission on October 2,
1969, in Amchitka Island in the Aleu-
tians, may represent — though not by
design — the first such project. Kiska
Volcano, on Kiska Island, erupted on
September 12, about three weeks be-
fore the experiment was to be held
some 500 kilometers away. Had this
eruption occurred three or four weeks
later, a controversy about the possible
cause-and-effect relationships between
the blast and the eruption would un-
doubtedly have ensued. The experi-
ment on Amchitka was preceded by
considerable debate among seismolo-
gists about the possible effects on the
seismicity of that part of this tec-
tonically active island chain. Since
seismicity and volcanism are inti-
mately related on a worldwide basis,
the relevant areas in the Aleutians
should be carefully monitored for pos-
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sible alteration of the local volcanic
regimen.

Potential Sources of Basic
Information

It is clear that many disciplines will
contribute to progress in volcanology
— field geology, experimental and
observational petrology, geophysics,
geochemistry, fluid mechanics, and
others. Advances in our knowledge
of volcanic mechanisms can be ex-
pected from detailed observations, ex-
periments, and, eventually, theoretical
(mathematical) models.

Field Observations — Any signifi-
cant advance in our knowledge and
understanding of volcanoes must be
observationally based. Like all geo-
logical processes, the number of pa-
rameters involved and the complexity
of the physical processes are very
great. Eruptions amount to large-scale
and uncontrolled natural experiments.
Meaningful quantitative data can only
be provided by systematic observa-
tions by prepared observers with ade-
quate instruments in the right place at
the right time.

Any really basic, thorough under-
standing of volcano mechanisms, vol-
cano physics, and, eventually, erup-
tion prediction will follow detailed
observational work ~— both long-term
investigations of individual volcanoes
and ad hoc, short-term investigations
of volcanoes in a state of eruption.
The fruits of such observation can be
seen at Kilauea. Extended study by
the USGS has produced a detailed
geological, physical, and chemical de-
scription of this volcano. Detailed
knowledge of the behavior of Kilauea,
particularly prior to eruption, is
known, and reliable eruption predic-
tion by HVO has become routine. The
Hawaii experience underscores two
important points: (a) The ability to
predict the behavior of specific vol-
canoes is based on experience and
careful observation over a substantial
period of time. (b) Systematic collec-

tion of several types of data (geo-
physical, geological, petrological,
chemical) is required.

Laboratory  Experiments — There
are a number of laboratory experi-
ments that may yield useful informa-
tion: the chemical evolution of mag-
mas and mineralogical and chemical
evolution with time in relation to
eruption history are important param-
eters to establish. Petrologic and
chemical observation of volcanic prod-
ucts can be closely correlated to the
eruption history of observed (recent)
events or to carefully reconstructed
ones, yielding data about the evolu-
tion of magmas that culminate in
violent terminal activity.

Laboratory investigation of physi-
cal properties of lava and magmatic
systems, especially volatile-bearing
ones, is needed. Little is known about
the physical characteristics of lavas
under dynamic conditions — for ex-
ample, expansion during rise in a vol-
cano from depth. The formation of
volcanic ash and catastrophic erup-
tions are associated with inhibited
vesiculation (bubbling) of lava during
rapid rise to the surface. These erup-
tions are the most destructive, and
they are not well understood.

Experimental petrology (investiga-
tions of rock systems in controlled
situations in high-pressure vessels in
the laboratory) will yield data useful
in the guantitative reconstruction of
specific events as captured in rock
textures and in mineralogical asso-
ciations in volcanic rocks. By com-
parison of laboratory results with ob-
served relationships in volcanic rocks,
much can be inferred about the his-
tory of formation of specific volcanic
rocks that can never be directly ob-
served because the rocks occur too
deep within the volcano.

Simulation Experiments — Some
progress could come from large-scale
simulation of certain volcanic proc-
esses, in much the same way as our
understanding of meteorite-impact



physics was greatly aided by high-
yield atomic-explosion experiments.
It might be feasible to simulate cer-
tain aspects of volcanic eruptions on
a rather large scale. Such experiments
would yield useful information on the
interior ballistics problem (flow within
the interior of volcanoes) and also on
the exterior ballistics of volcanic
ejecta, especially ballistics of large
fragments.

Small-scale model simulation of
volcanic processes is an exceedingly
difficult endeavor because of the
necessity to satisfy similitude require-
ments for both heat and mass trans-
fer. However, much has been learned
in a qualitative way about other geo-
logical processes — e.g., convection of
the earth’s mantle and motion of
ocean currents —by such experi-
ments. The results, while semi-
guantitative, nonetheless can be quite
informative, especially when closely
tied to field observation. Model meth-
ods could profitably be applied (and
have been to a limited degree) to a
number of volcanic mechanisms, such
as the emplacement of lava and ash
flows.

Mathematical Description — Vol-
canic processes are complex. The
eruption of volcanoes involves the
flow of a fAluid system from a high-
pressure reservoir at depth to the sur-
face through a long rough pipe, or
conduit. In this process of fluid flow,
heat and momentum are exchanged
both within the system and with the
vent walls. As the erupting medium
rises, the confining pressure decreases
and a number of things result — ex-
solution and expansion of the vola-
tile phases (gas), and cooling due to
expansion. Near the surface, these
processes are rate-controlled rather
than simple equilibrium ones.

Mathematical description of the
hydrodynamic and heat-transfer prob-
lems are rudimentary. There exists
abundant literature in engineering
and physics, however, which could
be applied readily to a number of vol-

canic processes. For example, in the
last decade our knowledge of the be-
havior of complex multi-phase sys-
tems involving gas, solid, and liquid
phases has advanced because of their
importance in engineering practice
(e.g., to determine the flow in rocket
nozzles). General hydrodynamic
codes for the description of the de-
formation of material under shock
loading have been developed to de-
scribe target effects around explosions
and impacts, and these codes can be
modified to describe volcanic situa-
tions. Further, the flow in gas and oil
wells and reservoirs is probably simi-
lar to the flow in some volcanoes and
their reservoirs. Also, the interaction
of the high-velocity stream of gas and
fragments ejected by an erupting vol-
cano into the atmosphere is a special
case of the interaction of a jet with
fluid at rest. These problems appear
to be ripe and could develop -very
swiftly.

The science of petrology has pro-
gressed very rapidly in the last dec-
ade, to the extent that many quantita-
tive estimates can be made regarding
the temperatures and pressures of the
formation of certain minerals and
mineral assemblages found in vol-
canic rocks. These are very important
constraints on mathematical formula-
tion of the eruption problem. But the
greatest single impediment to the for-
mation of mathematical descriptions
of volcanoes in state of eruption is the
lack of systematic, quantitative field
data regarding eruption parameters
(mass flow rate, temperature, veloci-
ties and direction of fragments ejected,
the abundance and chemical composi-
tion of the gas phase, and petrog-
raphy and chemistry of the rocks
produced).

State of Observational
Data and Tools

Present data on active volcanoes
are quite incomplete, although the
means of acquisition of important in-
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formation are available. One reason
data are incomplete is that, prior to
modern jet transportation, it was
simply impossible for qualified sci-
entists to arrive at the scene in time
to gather the most interesting infor-
mation, which occurs in the first few
hours or days of activity of many vol-
canic events.

For the past ten years, the Depart-
ment of Defense and National Aero-
nautics and Space Administration
have applied a powerful array of re-
mote-sensing and photographic tech-
nigues to the investigation of some
volcanoes. The 1963 eruption of Surt-
sey, in Iceland, was studied, for ex-
ample. These methods hold great
promise and if applied to the study of
eruptions would produce a substantial
increase in the quantity of available
data as well as provide new kinds
of information. Even though means
exist for highly sophisticated and
complete investigations, however, the
number of eruptions that have been
thoroughly exploited is negligibly
small.

The investigation of active vol-
canoes requires cooperation between
fairly small numbers (3 to 10) of well-
qualified professional observers, with
technical support (including commu-
nications, logistics, and transporta-
tion) to be provided at very short
notice. The Smithsonian Institution
has set up a facility to fill part of this
need: The Center for Short-Lived
Phenomena, in Cambridge, Massa-
chusetts. The center serves effectively
as an information source for scientists
covering a number of specialties, in-
cluding volcanology and geophysics.
The center notifies potentially inter-
ested scientists by telephone or wire
of events such as volcanic eruptions;
it then, on very short notice, organizes
teams to visit the sites, ideally within
24 hours. The function of the center
is to dispense information and to
organize logistics for adequately pre-
pared individuals with their own
funding: The number of such scien-
tists is well below the number re-
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quired to monitor the world’s inter-
esting volcanic events, however, and
the results fall far short of what is
possible within the capabilities of
modern transportation and modern
data-gathering methods.

Requirements of Science

We expect advances in our under-
standing of fundamental volcanic
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mechanisms to evolve from two broad
types of investigations:

1. Long-term investigations of in-

dividual volcanoes, volcanic
features, and volcanic fields.
These studies will focus on
the origin of the magmas and
land forms and their evolution
through time. The goal of the
research is to develop the de-
tails of the physical processes

producing these features and
the reasons for their evolution.
Some of this kind of work is in
progress in the United States.

Well-coordinated and short-
term field investigations of vol-
canoes in eruption by teams of
prepared and qualified scien-
tists capable of responding on
very short notice. This is a new
kind of activity, not currently
well organized.
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1. CYCLICAL BEHAVIOR OF CLIMATE

Long-Term Temperature Cycles and Their Significance

The earth’s climate results from
three fundamental factors:

1. The earth’s mass, which pro-
vides a gravitational field of
sufficient strength to hold all
gases released from the interior
except hydrogen and helium;

2. The amount of energy emitted
by the sun, the distance of the
earth from the sun, and the
earth’s reflectivity, which com-
bine to provide surface temper-
atures on earth suitable for the
existence of a substantial hydro-
sphere, including oceans, rivers,
lakes, and, at certain times, con-
spicuous ice masses;

3. The astronomical motions of
the earth which, together with
the inclination of the earth’s
axis on the plane of the ecliptic,
provide diurnal and seasonal
cycles.

If these three fundamental factors
(and their components) were to re-
main constant through time, the
earth’s climate would not change
except for short-range phenomena re-
lated to the hydro-atmosphere. Geo-
logical history and direct human ob-
servation show, however, that climate
has changed and is changing conspic-
uously, with variations ranging from
a few to many millions of years. The
causes for these changes are numer-
ous and varied, and often multiple.

Affecting mankind most, either
favorably or unfavorably, are the
changes that occur across time inter-
vals ranging from tens of years to
50,000 years. The former may en-
courage men to undertake great agri-
cultural and industrial activity in

regions affected by climatic ameliora-
tion, only to have their efforts de-
stroyed when climate deteriorates; the
latter have brought about the great
glacial/interglacial cycles of the past
million years, which strongly affected
the entire biosphere and directed the
course of human evolution.

Short-Range Climatic Change

Short-range climatic variations
(years to centuries) have been moni-
tored by direct observation since the
dawn of recorded history, but accurate
climatic measurements date only from
the middle of the seventeenth century
when the Accademia del Cimento of
Florence and the Royal Society of
London began their works. For more
than a hundred years these observa-
tions were restricted to Europe.

Global climatic cycles for which an
explanation is immediately clear are
the diurnal cycle, due to the rotation

of the earth, and the yearly cycle, due
to the revolution of the earth around
the sun. A 2.2-year cycle due to alter-
nating easterlies and westerlies in the
equatorial stratosphere also appears
rather well established. If the effect
of the daily, seasonal, and vyearly
cycles is eliminated, climatic records
— including temperatures, pressure,
precipitation, wind strength, and
storm occurrences — may also exhibit
apparent periodicities. Thus, in 1964
Schove listed a dozen possible cycles,
which ranged in wavelength from 2
to 200 years. An apparent 20-year
periodicity, for instance, is shown by
the 10-year moving average tempera-
ture record for July in Lancashire,
England. A similar periodicity is not
visible, however, in the temperature
record for January. The problem is
that an infinite record would be neces-
sary in order to prove that a cyclical
phenomenon is really stationary —
i.e., that conditions at the end of a
cycle are identical to those at the
beginning.

Figure lll-1 — AVERAGE WATER LEVEL IN LAKE VICTORIA
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This graph indicates that the rise and fall of water level in Lake Victoria from 1900
to the middle of the 1920's was correlated with the 11-year sunspot cycle. After
that period, however, the correlation broke down.
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The Role of Solar Activity — An
example of the erroneous conclusions
to which inadequate analysis of cycli-
cal phenomena may lead is shown in
Figure III-1. A relationship between
sunspots and water level in Lake Vic-
toria may be inferred from the record
between 1900 and 1925, but this rela-
tionship breaks down completely after
1925. As a matter of fact, the search
for causal relationship between cli-
mate and the solar sunspot cycle,
which averages 11.2 years but ranges
from 8 to 18 years, has proved rather
unsuccessful. A climatic effect prob-
ably does exist, but it is small and
masked by other phenomena.

Changes in solar activity may in-
duce changes up to a factor of a
thousand in the short wavelength re-
gion of the solar spectrum, but this
region represents only a hundred-
thousandth of the total energy emit-
ted by the sun. Thus, the change in
solar energy output produced by vari-
ations in solar activity is at most one
percent. Work by the Smithsonian
Institution has shown, however, that
the amount of solar energy received
at the outer boundary of the earth’s
atmosphere at the mean distance from
the sun (the so-called "’solar con-
stant,”” equal to 1.3 million ergs per
square centimeter per second) has re-
mained constant within the limits of
error of the observations during the
past 50 years.

Examples From the Past — Secular
climatic changes are often impressive.
For example, Lake Constance froze
completely in the winter of 1962-63
for the first time since 1829-30; Lake
Chad poured water into the Sahara in
1959 for the first time in 80 years;
precipitation in northeast Brazil has
decreased 50 percent during the past
50 vyears; arctic temperatures rose
some 2° centigrade between 1885 and
1940; and the average temperature of
the atmosphere and ocean surfaces
increased 0.7° centigrade during the
same time. Some of these changes are
regional (i.e., temperature rises in one
region while decreasing in an adja-
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cent one), but others, including the
latter one just mentioned, are not.

Global climatic changes ranging
across time intervals of decades to
many centuries are known from his-
torical records and geological or pale-
ontological observations. Exception-
ally good weather prevailed in Europe
between A.D. 800 and 1200, when
glacier boundaries were about 200
meters higher, when the Vikings sailed
across the northern seas, and when
Greenland received its name. A few
centuries of colder climate followed:
the Baltic froze solid in the winter of
1322-23, an event that has not been
repeated since; Iceland was blocked
by ice for six months of the year dur-
ing the first half of the seventeenth
century (compared to 1-3 weeks
today); and all Alpine glaciers read-
vanced substantially in the same
period. Since the beginning of the
nineteenth century, climate has im-
proved again. Whether these climatic
changes are cyclical or not is not
known, although “cycles” of 80 and
200 years, presumably induced by
solar changes, have been mentioned
in the literature.

Long-Range Climatic Change

Climatic changes across longer time
intervals (a few thousand years to
millions of years) can only be inferred
from the geological and paleontologi-
cal records. The occurrence of mod-
ern-looking blue-green algae in chert
deposits dating from two billion years
ago indicates that the radiation bal-
ance of the earth has not changed
much over this extremely long time
interval. However, three times since
the beginning of the Cambrian era,
about 600 million years ago, the radia-
tion balance of the earth has been
sufficiently disturbed to produce con-
spicuous glaciations. This happened
during the Early Paleozoic (about 450
million years ago), Late Paleozoic
(about 250 million years ago), and
Late Cenozoic (the past few million
years). At these times, ice-sheets
some 2 kilometers thick repeatedly

covered as much as 30 percent of the
continental surface.

Why Glaciation Occurs — For these
major glaciations to develop, the radi-
ation balance of the earth must have
become negative with respect to its
normal state during nonglacial times.
That is, the amount of solar radiation
reflected back into outer space must
have become greater. Cooling of the
earth by a decrease of incoming solar
radiation does not seem likely be-
cause, according to the 1953 calcu-
lations of Opik, formation of the ice-
sheets to the extent known would
have entailed cooling the equatorial
belt down to 8° centigrade, whereas
the paleontological record indicates
that warm-water faunas have existed
ever since the beginning of the Cam-
brian. Therefore, the radiative bal-
ance of the earth must have become
negative through the effect of terres-
trial phenomena alone.

Many such phenomena could have
done the trick. For instance, an in-
crease in continentality would have
increased the earth’s reflectivity and
produced cooling, since land absorbs
less solar energy than the sea. Dis-
placement of continental masses to-
ward high latitudes should favor
glaciation. Finally, an increase in
atmospheric haze produced by vol-
canic activity and dust storms could
have reduced the amount of solar
energy reaching the earth’s surface
and, at the same time, reflected into
space a portion of the incoming solar
radiation. Once the earth’s surface
temperature is reduced below a certain
critical value by one or another or a
combination of these factors, ice may
begin to develop. Ice is highly reflec-
tive, of course, so that more ice means
more solar energy reflected, lower
temperatures, and even more ice. In-
deed, ice appears to be self-expanding
and to come to a stop only when the
ocean has cooled so much as to pro-
vide insufficient evaporation for feed-
ing the ice-sheets.

The pattern of glaciation is best
known for the past few hundred thou-



sand years, a time during which ice-
sheets repeatedly formed and ad-
vanced to cover North America as far
south as a front running from Seattle
to New York, and Europe as far south
as a front running from London to
east of Moscow. A substantial ice-
sheet also repeatedly covered Pata-
gonia, and mountain glaciers formed
wherever high mountains and moun-
tain ranges were available. The re-
peated advances of the ice-sheets were
separated by interglacial times during
which all continental ice-sheets dis-
appeared except those of Greenland
and Antarctica. We are presently in
the middle of one of these interglacial
times.

The advances and retreats of con-
tinental ice have left the glaciated
lands littered with glacial debris,
ranging in size from fine sand and
clays to boulders as large as a house.
From the study of these sediments,
geologists have concluded that the
ice-sheets formed and swept across
the northern continents at least five
times during the recent past. The
sediments are so mangled, however,
that it is difficult to reconstruct a
complete history of the glacial events.

"Globigerina Ooze” — For a more
complete record one must turn to
the deep sea. About 40 percent of
the deep ocean floor is covered with
a sediment known as “Globigerina
ooze.” This sediment is rich with the
empty shells of planktonic Foramini-
fera, microscopic protozoans freely
floating near the surface when alive.
Of the fifteen common species of
planktonic Foraminifera, several are
restricted to equatorial and tropical
waters, several to temperate waters,
and one to polar waters. When cli-
mate changes, the foraminiferal spe-
cies move north or south, and these
movements are recorded in the sedi-
ment on the ocean floor by alter-
nating layers of empty shells belong-
ing to warm, temperate, and cold
species. Sediment core samples up to
20 meters long have been recovered.
Paleontological analysis of the chang-

ing foraminiferal faunas through these
cores reveals the climatic changes that
occurred while the sediment was being
deposited. In addition, it is known
that foraminiferal shells formed dur-
ing cold intervals contain a greater
amount of the rare oxygen isotope'® O
than shells formed during warm in-
tervals. Thus, oxygen isotopic analy-
sis of the foraminiferal shells yields
accurate information on the actual
temperature of the ocean surface and
its variations through time. The re-
sults given by micropaleontological
and isotopic analysis are essentially
identical.

Because Globigerina ooze accumu-
lates at the rate of a few centimeters
per thousand years, a deep-sea core
20 meters long reaches sediments half
a million years old. Deep-sea cores
can be dated by various radioactive
methods, including radiocarbon and
the ratio of thorium-230 to protac-
tinium-231. Thus, climatic changes
can not only be followed in continuity
by studying deep-sea sediments but
can also be dated.

The study of many deep-sea cores
from the Atlantic and the Caribbean
has made it possible to reconstruct a
continuous curve showing the tem-
perature changes of the surface ocean
water at low latitudes over the past
425,000 years. This curve, shown in
Figure III-2, exhibits a number of
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alternating high- and low-temperature
intervals, with a gross periodicity of
about 40,000 years. A comparison of
this curve with the chronology of con-
tinental glaciation, based largely on
radiocarbon dating, shows that the
most recent low-temperature interval
(70,000 to 15,000 years ago) repre-
sents the last major glaciation. One
may safely infer that earlier low-
temperature intervals of the oceanic
curve represent earlier continental
glaciations.

Sediments older than the oldest
ones represented in Figure III-2 have
been recovered recently from the
ocean floor by the drilling vessel
Glomar Challenger; analysis of these
sediments, yet to be performed,
should show how far back in the
past temperature variations as large
as those of Figure III-2 continue.
For the time being, sections of older
marine sediments now occurring on
land have been used. One of these
sections, representing sediment de-
posited about 1.8 million years ago in
southern Italy, shows that climatic
variations as large as the most recent
ones were already occurring at that
time.

The General Temperature Curve —
The apparent periodicity of 40,000
years is intriguing. No terrestrial
phenomenon of the type described
before is believed to take place with

Figure 111-2— CHANGES IN THE TEMPERATURE OF THE OCEAN SURFACE
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such periodicity. These terrestrial
phenomena last either much shorter
times, like volcanic eruptions or dust
storms, or much longer times, like
changes in the relative position or
extent of continents and oceans.
There are, however, certain astronom-
ical motions of the earth that occur in
cycles of tens of thousands of years.
Because of the attraction of the moon,
the sun, and the planets on the bulge
of the earth, the earth’s axis precesses
with a periodicity of 26,000 years; the
obliquity of the ecliptic with respect
to the terrestrial equatorial plane
changes with a periodicity of 40,000
years; and the eccentricity of the
earth’s orbit changes with a periodic-
ity of 92,000 years. The result of
these motions is that, in the high
latitudes, periods of warm summers
and cold winters alternate every
40,000 years with periods during
which summers are colder and winters
warmer.

Long before research on deep-sea
sediments indicated the probable oc-
currence of climatic cycles 40,000
years long, the Serbian physicist Mi-
lankovitch and the German meteor-
ologist Koppen had suggested that
long periods of cool summers could
trigger a glaciation even if accom-
panied by warmer winters. They
reasoned that winter is cold enough
anyway at high latitudes for snow to
accumulate on the ground, while cool
summers would allow permanent
snow to expand year after year. The
earth’s reflectivity would thus in-
crease, temperature would decrease,
more snow would accumulate, and a
major glaciation would rapidly de-
velop.

This theory was enlarged by Geiss
and Emiliani to include plastic ice-
flow, heat absorption by ice-melting,
and downbuckling of the earth’s
crust under the weight of the ice-
sheets in order to explain the disap-
pearance of the major ice-sheets
(Greenland and Antarctica excluded)
at the end of each glaciation. As it
now stands, the theory seems to ac-
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count for glacial and interglacial
events and their time-scale during the
recent past. It also accounts for the
timing of high interglacial sea levels
related to ice melting. That is, the
times when summers were warmest,
as calculated from astronomical con-
stants, were also the times when sea
level stood high as determined by
radioactive dating of fossil shells and
corals.

The generalized temperature curve
of Figure III-2 shows, superimposed
on the major oscillations, a number
of smaller oscillations. Mathematical
analysis of the original isotopic curves
of the deep-sea cores has shown
that these smaller oscillations are re-
lated to the precession of the equi-
noxes. Precession of the equinoxes is
apparently also responsible for the
occurrence of more than one high sea
level during interglacial intervals, oc-
curring whenever northern summers
coincide with perihelion and resulting
from partial or even total melting of
Greenland ice.

Figure I1I-3 shows the original oxy-
gen isotopic curves for two deep-sea
cores from the Caribbean. The hori-
zontal scale shows the depth below
the top of the core, the tops of the
cores being on the left side (0 cm).

The tops represent modern sediments,
and the time-scale for the various
cores can be evaluated by comparing
each curve with the generalized tem-
perature curve of Figure III-2. The
vertical axis represents the 2Q /%0
concentrations, which are inversely
proportional to temperature. The
more negative values, therefore, rep-
resent higher temperatures.

As shown in Figure III-3, isotopic
values as negative as the ones occur-
ring at the tops of the cores, repre-
senting the present interglacial con-
ditions, occur only occasionally below.
Temperature was considerably lower
than today during much of the previ-
ous interglacial intervals, with periods
of temperatures as high as today oc-
curring only for a short time (a few
thousand years at most) at the peaks
of the previous interglacial ages. The
present period of high temperature
began about 8,000 years ago and
reached a peak 2,000 years later. It
was followed by a 2°-centigrade tem-
perature decrease about 4,000 years
ago, in turn followed by a 1°-centi-
grade increase.

The Present Situation

All these changes, short-term as
well as long-term, regional as well as

Figure 11I-3 — TEMPERATURE CURVES DERIVED FROM OXYGEN
ISOTOPE RATIOS OF DEEP-SEA CORES
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global, must be carefully monitored
and studied. Because the environ-
mental balance is delicate, and be-
cause it can be affected not only by
natural changes but also by man-
made ones, a thorough understand-
ing of climatic history and dynamics
is important indeed. Furthermore,
many climatic events appear to result
from triggering actions involving only
a small amount of energy. An under-
standing of these actions is important
not only to prevent catastrophic cli-
matic changes (as, for instance, the
development of new glaciation or the
melting in part or in whole of the ice-
caps of Greenland and Antarctica)
but also to develop methods for cli-
matic control.

Judging from the record of the past
interglacial ages, the present time of
high temperatures should be drawing
to an end, to be followed by a long
period of considerably colder temper-
atures leading into the next glacial
age some 20,000 years from now.
However, it is possible, or even likely,
that human interference has already
altered the environment so much that
the climatic pattern of the near future
will follow a different path. For in-
stance, widespread deforestation in
recent centuries, especially in Europe

and North America, together with in-
creased atmospheric opacity due to
man-made dust storms and industrial
wastes, should have increased the
earth’s reflectivity. At the same time,
increasing concentration of industrial
carbon dioxide in the atmosphere
should lead to a temperature increase
by absorption of infrared radiation
from the earth’s surface. When these
human factors are added to such
other natural factors as volcanic erup-
tions, changes in solar activity, and
resonances within the hydro-atmos-
phere, their effect can only be esti-
mated in terms of direction, not of
amount.

Long-Term Temperature Change —
Because climatic changes across in-
tervals of years to centuries are so
much affected by the time-character-
istics of our turbulent hydro-atmos-
phere, no immediate breakthroughs
are to be expected toward a global
view of climatic dynamics across
these intervals. Much progress has
been made, however, in the study of
climatic changes across longer time
intervals, in which the intractable
turbulent effects cancel out. Studies
already under way concern: the am-
plitude of the glacial/interglacial tem-
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perature change at different latitudes
and in oceans other than the Atlantic,
using oxygen-isotopic analysis of suit-
able deep-sea cores; short-range
(years to centuries) climatic changes
through oxygen-isotopic analysis of
deep-sea cores for anaerobic basins;
and climatic change in the absence of
ice on earth using deep-sea cores of
Middle and Early Cenozoic and of
Late Mesozoic age obtained by the
D. V. Glomar Challenger.

Prospects for Controlling Change
— Judging from past results, the cur-
rent and planned research should con-
tribute importantly to our under-
standing of many climatic problems
related to the evolution of man’s en-
vironment and to the possibilities for
altering or controlling it. Research
conducted so far, for instance, has
made much clearer the significance of
the earth’s reflectivity as a major cli-
matic factor. If reflectivity is indeed
so important, then control of today’s
earth reflectivity by plastic films or
other means may be a way to control
the climatic deterioration already
under way. Again, because glaciation
is essentially a runaway phenomenon,
early control should be much easier
than later attempts at modifying an
already established adverse situation.

Fluctuations in Climate Over Periods of Less Than 200 Years

Factors thought to be responsible
for climatic fluctuations of less than
200 years’ duration (and the sciences
involved) are:

1. Short-term fluctuations in solar
radiation (solar and atmospheric
physics) — There is no evidence
of changes in the solar constant
greater than 0.2 percent, al-
though variations do occur in
the particle (X-ray) flux and
also, it is thought, in the ultra-
violet bands shorter than 0.2
microns.

Correlations have been estab-
lished between ultraviolet flux
and stratospheric ozone concen-
trations, but the exact nature of
the links between ozone and the
intensity of the stratospheric
circulation, and the conse-
quences for the troposphere re-
gime, are uncertain.

2. Changes in atmospheric constit-
uents (meteorology, atmos-
pheric chemistry) — Carbon di-
oxide (CO.) is a major absorber
of infrared radiation from the

earth, whereas aerosols (espe-
cially dust) affect solar radiation
by scattering and absorption.
The ratio of absorption to scat-
tering is about 5/3 for urban
sites and 1/5 for prairie and
desert areas.

The nearly global rise of tem-
perature in the first forty years
of this century (see Figure 11I-4)
has been attributed to increas-
ing CO:2 content, although this
is by no means an accepted
theory. The magnitude of the
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Figure ll-4 — VARIATION OF THE MEAN ANNUAL TEMPERATURE
OF THE NORTHERN HEMISPHERE
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The graph shows the variation of mean annual temperature near the surface of the
northern hemisphere during the past century. Variations in the world mean annual
temperature are similar. The curve is based on data from several hundred stations,

weighted for the area represented by each station.

The data are expressed in

terms of ten-year overlapping means of the departures from the 1885-90 mean.

effect for a given increase in
CO: concentration is still in dis-
pute. (A 1°-centigrade increase
might require an increase in
concentration of from as little
as 25 percent to as much as 80
percent; at present rates of CO.
increase, such a temperature in-
crease would take between 50
and 300 years.)

Little is known about the ef-
fects of volcanic and man-made
dust. The net effect of major
eruptions, such as that of Mt.
Agung in 1963, on total solar
radiation received amounted to
a decrease of only 6 percent.
Turbidity measurements indi-
cate a widespread increase in
atmospheric dust content in this
century, but the role of man in
this, and its meteorological con-
sequences, are largely unknown.

3. Air-sea interaction (meteorol-
ogy, oceanography) — Changes
of ocean surface temperatures
appear to lag two to three years
behind long-term atmospheric
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trends, but feedback effects —
by which oceanic processes re-
inforce an initial atmospheric
trend — are of great impor-
tance. Short-lived anomalies
such as the dry summers in
northeastern United States dur-
ing the early 1960’s can be
attributed to persistent sea-
temperature anomalies. Little
is known about the factors de-
termining the duration of a
trend or its eventual reversal.

Inherent variability in the at-
mospheric circulation (meteor-
ology, fluid dynamics) — The
year-to-year patterns of devel-
opment of the seasonal weather
regimes seem to be essentially
random. Thus, individual ex-
treme seasons may occur in
spite of a general trend in the
opposite direction. Instances
are the severe English winters
of 1739-40 and 1878-79, both
of which followed a series of
mild winter seasons. An exten-
sive snow cover or sea-tem-
perature anomaly may help to

trigger circulation changes if
other conditions are suitable.

On the 50- to 200-year time-scale,
changes in the disposition of the
wind-flow patterns between 10,000
and 30,000 feet are important. There
is evidence of an approximately 200-
year fluctuation in the northern hem-
isphere westerlies, with peaks in the
early 1300’s, 1500’s, 1700’s, and
1900’s and with shorter, less regular
fluctuations superimposed. Weaken-
ing of the westerlies in recent decades
has been accompanied by an equator-
ward shift of the wind belts.

Finally, and most fundamentally,
the extent to which global climate
is precisely determined by the gov-
erning physical laws is unknown.
Theoretical formulations indicate the
possibility that all changes in the
atmospheric circulation need not be
attributable to specific causes. That
is, the atmosphere may not be a
completely deterministic system.

Although much recent attention has
been given to changes in atmospheric
constituents, it is not yet possible to
be at all positive as to which, if any,
of these four groups of factors are
the major determinants of relatively
short-term climatic fluctuations —
i.e., those of less than 200 years’ dura-
tion. Even the secular changes in the
strength of the wind belts and their
latitudinal location, noted in (4)
above, may be determined by forcing
of extraterrestrial or terrestrial origin.

Characteristics of the Fluctuations

The amplitude of 100- to 200-year
fluctuations of temperature is esti-
mated to be of the order of 1°centi-
grade; decadal averages of winter
temperature have a range of 2° centi-
grade. It is generally accepted that
the longer the duration of a climatic
fluctuation, the larger is the area
affected in any given sense and the
greater is the response of vegetation,
glaciers, and other “indicators.” Thus,
over the time period from the mid-



nineteenth century to the present, the
amplitude and incidence of tem-
perature fluctuations in Europe and
eastern North America are broadly
similar. But certain of the minor
Auctuations lasting perhaps 25 to 30
years are missing, or of opposite
direction, in some localities in these
areas. Minor fluctuations within
North America itself also show spatial
and temporal irregularities.

There is no clear evidence that any
of the fluctuations are strictly peri-
odic —i.e., that they are rhythms.
Around the North Atlantic, the ampli-
tude of the fluctuations over the past
300 years or so appears to have in-
creased while their duration has de-
creased by comparison to the previous
centuries. Periods of about 23, 45-60,
100, and 170 years have been sug-
gested, but not statistically estab-
lished, from observational data and
indirect historical records in Europe.
Recent analyses of cores from the
Greenland ice-cap also indicate fluctu-
ations in O (oxygen-isotope) con-
tents with a period of about 120 years.

The spatial pattern of climatic
change during this century is com-
plex. Annual and winter tempera-
tures increased over much of the
globe from approximately 1890 to
1940, especially in high latitudes of
the northern hemisphere; net cooling
has occurred over about 80 percent
of the globe since the latter date.
There is virtually no correlation be-
tween the over-all global changes and
trends in particular areas, which
strongly suggests that the controls
of regional fluctuations are distinct
from those for global changes.

In low latitudes, the most impor-
tant fluctuations involve precipitation,
with a decrease of the order of 30
percent in many parts of the tropics
around 1900. During most of the first
half of this century, the equatorial
rain belt tended to be narrower, and
the tropical arid zone wider, than
either during the preceding half-
century or since the 1940/50’s. This

change did not affect monsoon Asia,
but the same pattern of change oc-
curred on the east coasts of Australia
and North America up to about 40°
latitude. The other major area affected
by precipitation change is central
Asia, where the 1950/60’s have been
much drier.

Interactions with Society

Fluctuations in climate—either nat-
ural or man-induced — can have im-
portant economic and social implica-
tions for man. For example, studies
in England and the eastern United
States since about 1940 indicate a
return to conditions of the early nine-
teenth century. What would be the
implications of such a sustained de-
terioration of climate in the middle
and high latitudes of the northern
hemisphere? What would be the
effects of man’s intentional or acci-
dental modification of large-scale and
local climate?

Effects of Continuing Deterioration
— Even beyond such frost-suscepti-
ble, high-value crops as the Florida
citrus fruits, farming activities can be
markedly affected by changes in tem-
perature and moisture balance, espe-
cially those occurring in spring and
fall. The growing season in England,
for example, has shortened by an
average of two weeks since 1950, as
compared with the years 1920 to
1940. Cereal cultivation was revived
in Iceland only in the 1920’s, after
a gap of four centuries or more. Many
more summers like that of 1969 —
when sea-ice persisted along the
northern coast for most of the sum-
mer and grain harvests were ruined —
could seriously threaten that coun-
try’s marginal economy. The effect
on the fishing industry of Iceland
(and other European countries) could
also be serious.

The increased frequency of severe
winters in northwest Europe since
1939-40, as compared with the pre-
ceding twenty years, has been re-
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flected in greater disruption of trans-
port and increased requirements for
domestic heating, winter fodder for
cattle, and the like. Through a series
of chain reactions, for example, the
winter of 1969-70 had a serious effect
on the whole East German economy.

The relationships between climatic
changes and farming are generally
nonlinear. In view of the second-
or third-order interactions among
weather, pests and diseases, soil, and
crops, the implications of recent
changes may be more significant agri-
culturally than the basic climatic fluc-
tuations might suggest. This is as true
in temperate middle latitudes as it is
in semi-arid or other marginal cli-
mates. For example, lower air and sea
temperatures in spring in northeastern
North America are believed to have
affected fish (especially salmon) by
accentuating the sublethal effects of
DDT.

Effect of Man’s Activities — Non-
meteorologists tend to base estimates
on assumptions of a constant mean
and variance of the climatic elements.
But there is a serious need to scruti-
nize long-term weather/climate modi-
fication schemes with respect to their
possible interaction with climatic
trends. Cloud-seeding programs de-
signed to augment snowfall in moun-
tain areas, for example, may increase
avalanche hazard and spring-summer
runoff. If the planned increase coin-
cides with an unrecognized trend to
greater precipitation (or falling tem-
peratures), the effects may exceed
expectations.

Unintentional effects of man,
through increased atmospheric pollu-
tion (dust, carbon dioxide and other
gases, supersonic aircraft trails in the
stratosphere), are of international
concern, particularly with respect to
their health implications. The possi-
ble broader effects on global climate
and, directly or indirectly, on man’s
economic activities may be even more
critical. Although the role of CO: is
reasonably well understood, the effect

57



PART 111 — CLIMATIC CHANGE

of dust on solar and terrestrial radia-
tion is virtually unknown.

In an historical context, it has been
suggested that the Rajasthan Desert
of northwest India may have origi-
nated largely through overgrazing,
with the resultant increase in atmos-
pheric dust content leading to condi-
tions that further decreased rainfall.
Correct identification of natural and
man-made tendencies is vital in such
instances if attempts are to be made
to reverse the processes.

Evaluation of Current Status

Data — The data base available for
the study of climatic fluctuations last-
ing less than 200 years is limited in
a number of respects:

Spatial coverage of climatic data
covering approximately the last cen-
tury and a half is restricted. Direct
observations are particularly limited
for the southern hemisphere gener-
ally, the oceans, the high arctic,
mountain areas in general, and parts
of the tropics. Fortunately, more ex-
tensive records are available for the
European-North Atlantic sector, the
area where climatic fluctuations have
been pronounced.

Climatic data available for a sub-
stantial length of time is restricted to
only a few categories, however —
mainly temperature, precipitation, and
pressure. Indices of volcanic activity
and dust since the late seventeenth
century are available. But records of
solar radiation, atmospheric CO., and
other dust content, for example, exist
only for shorter periods and provide
a more restricted spatial coverage.

Reconstruction of changes over the
past two centuries is now possible,
using (a) snow/ice cores from Green-
land and Antarctica, which provide
records of O' changes with good
time-resolution over thousands of
years, and (b) tree-ring indices in
selected areas — the arid margins
for moisture changes and the arctic
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(or alpine) margins for temperature
changes. Other techniques for recon-
structing past climates do not allow
the necessary degree of time-resolu-
tion, mainly because of inherent limi-
tations in available dating methods.

Data on the extraterrestrial and ter-
restrial variables that may cause fluc-
tuations are even more limited. Car-
bon dioxide, for example, has been
measured in a few places over the
past 100 years but regular monitoring
is very recent. The monitoring of tur-
bidity has only just begun in a limited
way, and extensive and reliable meas-
urements are similarly available for
only about a decade. Fluctuations in
solar radiation will only be deter-
mined from satellite data, although
there are several centuries of sunspot
records.

Changes in other terrestrial vari-
ables such as sea-surface tempera-
tures, extent of snow cover, pack-ice
and frozen ground, cloudiness, and
total atmospheric vapor content can-
not be assessed with sufficient accu-
racy from available (or foreseeable)
ground networks. Satellite monitor-
ing will again be indispensable.

The fact that ”artificial’” climatic
changes due to man’s activities may
obscure, or accentuate, natural trends
further complicates efforts to study
climatic changes over the past 200
years.

Theoretical Formulations — The
development of operative numerical
models of the atmosphere and oceans
which account for the major observed
features of global climate represents
a significant recent advance. Theoret-
ical formulations are generally avail-
able as far as atmospheric-circulation
models are concerned, although theo-
ries of "“almost intransitive” systems
need further development. Tidal phe-
nomena in the atmosphere have been
a subject of much recent study, but
their possible implications for climatic
fluctuations have not yet been estab-
lished. Some phenomena —e.g., the

scattering/absorption properties of
aerosols; interactions between strato-
spheric ozone and the general circula-
tion — still present important theo-
retical problems.

Interactions — The possible impact
of climatic fluctuations on man’s
activities — agriculture, fisheries, do-
mestic heating, transportation, con-
struction industries, and so on —
appears to have been generally neg-
lected, particularly in terms of mod-
eling and long-range planning. Eco-
system studies of the International
Biological Program will provide some
information pertinent to these prob-
lems, but the difficulty with all short-
term programs of this type is that
climate tends to be regarded as an
environmental constant.

Some Controversial Topics — Con-
cerning the stability of the arctic
pack-ice, would it re-form under pres-
ent climatic conditions if attempts
were made to remove it? Data short-
comings for this area and the problem
of ocean and atmospheric advection
of heat have prevented resolution of
this question.

It has been argued that the appar-
ent recent increase of atmospheric
turbidity may account for the down-
turn of temperature since about 1940.
If this were to be confirmed, a contin-
ued deterioration could be expected,
other things remaining constant.

The problem of changes induced by
turbidity is related to the more gen-
eral, and equally important, problem
of distinguishing between “natural’’
and man-induced climatic change.
This is especially significant in assess-
ing the actual and potential effects
of large-scale, long-term weather/
climate modification programs.

Instrumentation — The technical
aspects of required instruments are,
in general, adequately covered. With
respect to determinations of atmos-
pheric turbidity, however, the ap-
plication of LIDAR (light detection



and ranging) needs further evaluation
and refinement. Similarly, routine
availability for grid-points of all data
collected by satellites is essential for
maximum climatological use of the
information.

Adequate deployment (including
long-term satellite coverage) presents
the major problem. The number of
long-term “"benchmark” stations for
measuring the variables referred to
earlier, in addition to the climatic
parameters, is inadequate for many
regions of the globe.

Requirements for Scientific
Activity

The present climatic fluctuation
may be of immediate economic signifi-
cance for areas with marginal climate,
especially in high latitudes. Over the
longer term, possible changes else-
where could be of major importance
for the planning of agricultural pro-
duction, architectural design, heating
requirements, and transportation sys-
tems. It may not be possible to fore-
cast climatic fluctuations with any
confidence for a decade or more, if at
all, but any planning should incorpo-
rate the best advice of climatologists.

Data Collection — Continued and
intensified monitoring of atmospheric
dust content, especially in mid-ocean
and high-elevation sites, is needed.
Satellite monitoring of global cloudi-
ness, snow and ice cover, atmospheric
vapor content, and sea-surface tem-
perature, with routine data reduction,
is also required.

Data collection needs to be planned
to continue on a long-term basis,
through such programs as the Global

Atmospheric Research Program and
the World Weather Watch. The per-
spective must certainly be global. (In
this connection, it is worth noting that
in much of tropical Africa basic data
networks are now seriously reduced
below what they were in the colonial
era, and this will greatly restrict
future analyses.) Planning for data
collection is urgent within the next
year or two. It cannot be stressed
too strongly that studies of climatic
change require a long series of
records.

Data Analysis — Exhaustive analy-
sis of all available historical weather
information, especially outside Eu-
rope, is needed to provide perspective
on the recent period. Historians
could contribute significantly here.
The reliability of the data must be
assessed and it must be stored in a
form suitable for application of mod-
ern retrieval systems.

Collection and synthesis of all
available “historical” information may
take twenty years. It will, however,
provide essential information for con-
tinued development of theory and
prediction, and it should serve as a
considerable stimulus to interdisci-
plinary work and exchange of ideas
in the fields that are concerned with,
or affected by, climatic change and
its implications.

Dendroclimatic and snow/ice core
studies should be extended to supple-
ment direct records. Dendroclimato-
logical work in the tropics (Africa
and South America), especially near
the alpine timberline, is particularly
needed.

Further study is needed of the mag-
nitude and spatial extent of fluctua-
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tions for different climatic parameters,
and of rates of change. These might
offer confirmation, or otherwise, of
the existence of various rhythms.

Advances in general atmospheric-
circulation studies over the next dec-
ade should greatly improve our
understanding of the way in which
the atmosphere responds to internal
and external forcing functions. If
the present climatic deterioration in
middle and high Ilatitudes of the
northern hemisphere is part of a 50-
to 100-year fluctuation, research over
the next decade would be critical in
terms of our “engineering” ability to
cope with it adequately.

Finally, analyses of air-sea feedback
effects on various time-scales need to
be undertaken.

Numerical Model Experiments —
Model experiments should provide
definitive information on the effect
of such variables as pack-ice extent,
snow cover, and sea-temperature
anomalies on the heat budget and on
atmospheric circulation patterns. Ade-
quate sophistication will probably be
available for this work within two to
five years.

Work in progress should provide
information on tropical-temperature
and trans-equatorial links in the gen-
eral circulation necessary to an under-
standing of spatial aspects of fluctua-
tions. It is not yet clear, however,
whether or not this work will clarify
understanding of the way in which
seasonal weather patterns commonly
develop in different manners in differ-
ent years. This is fundamental to the
possibilities of predicting short- or
long-term fluctuations.

Environmental Cyclic Behavior: The Evidence of Tree Rings and Pollen Profiles

One of the major problems to be
faced before we can arrive at an un-
derstanding of environmental cyclic
behavior is concerned with standard-

izing definitions. Attempts at world-
wide standardization of terms in cli-
matic studies are being made. The
Commission for Climatology of the

World Meteorological Organization
has published two suggested glossa-
ries, one for various statistical charac-
teristics of climatic change and the
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other for differentiating between the
various time-scales of climatic change.
Similar glossaries are needed for other
aspects of the physical matrix making
up the environment.

”Qperational” definitions are used
here. “Environment” is considered to
be the physical matrix in which orga-
nized and unorganized matter exists.
The term “cycle” refers to the com-
plete course of events or phenomena
that recur regularly in the same se-
quence and return to the original
state; in this sense, a cycle has a true
harmonic course. “"Cyclic” (or "cycle-
like”’) refers to something that only
roughly approximates a harmonic.

Aside from "'seasonal” patterns, no
true harmonic behavior has been
found in global or regional climatic
patterns; the latter are cyclic patterns
but they vary in duration and inten-
sity. Several biological and natural
processes reach such a degree of

harmonics that they are sometimes
called rhythms, but these rhythms are
generally tied to seasonal climatic
changes.

Tree growth and pollen production
are, in a certain sense, a physiological
response to the climatic conditions
prevailing at the time these processes
occurred. A thorough understanding
of these processes leads to a better
understanding of the immediate envi-
ronment, and when old samples of
tree rings (the long chronologies) and
pollen production (the pollen profiles)
can be located and studied, past local
environmental conditions can be de-
termined for those specific areas. Pub-
lications are now appearing on cli-
matic conditions over the past 15,000
years or so, as interpreted by various
authors. Although cyclical patterns
appear in many of these interpreta-
tions, the patterns are so obscure that
little credence can be put on their
meaning.

Tree Rings and Environmental
Cyclic Behavior

Certain species of trees respond to
physiological behavior by doing all of
their yearly growth in a particular
period of time. Thus, growth itself
is harmonic. The amount of growth
produced each year, however, varies
in response to environmental changes.
Trees in a uniform environment, or
one that remains fairly constant year
in and year out, produce tree rings
of a uniform width over a given
period of years. In contrast, trees
growing in areas where environmen-
tal changes are quite pronounced will
reflect those changes in variable ring-
widths for a given period of years.
(See Figure 111-5) In areas where one
growth-controlling factor assumes
dominance over the others, this factor
can be isolated; variations of ring-
widths then permit study of this par-
ticular type of variable environmental
condition. In certain areas the con-

Figure 11l-5 — PRECIPITATION PATTERNS FROM TREE RINGS
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The photograph shows tree rings beginning about 1690 and ending about 1932.
The rings were used to estimate whether the year was wet or dry; moisture was
then computed to provide the graph in the lower part of the diagram. Since varia-
tions in atmospheric circulation cause periods of wetness and dryness, the ring-
width records can be calibrated with surface pressure and used to map anomalies
of the atmospheric circulation for periods of time in which few if any historical

data exist.
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trolling factor might be soil moisture,
in others it might be summer temper-
atures, and in still others it might be
solar radiation. If too many variables
enter the picture, to a point where
they cannot be isolated, the growth
patterns become "confused’’; in the
present state of knowledge, they are
of little value for this type of study.

Numerous studies are being con-
ducted on tree growth. Those con-
cerned with the bristlecone pine
(Pinus aristata Engelen) in the White
Mountains of eastern California are
among the more important. Living
bristlecone trees as old as 5,000 years
or more have been studied and a good
yearly growth chronology for that
period of time has been developed.
Bristlecone snags and other pieces of
deadwood have enabled the chronol-
ogy to be extended back for over
7,000 years. Similar but shorter
chronologies have been developed in
other areas throughout many parts
of the northern hemisphere. Some
work has been done in the southern
hemisphere but none has yet attained
the length of the bristlecone studies.

Although numerous studies on
these tree-ring series have been made
by meteorologists, climatologists, and
statisticians, as well as dendrochron-
ologists and others, no cyclic pattern
has been detected in spite of the
annual variation that exists. The non-
uniform periods of good and poor
growing conditions for the bristlecone
show a cycle-like behavior. But be-
cause of the wide variation in inten-
sity and duration, one can “screen’
the data to find almost any cycle
length desired, or even none at all.
These data appear to be promising
from the standpoint of cyclic be-

havior, but at present they are of lim-
ited value.

Pollen Profiles and Environmental
Cyclic Behavior

The number of pollen and spores
recovered from any depositional se-
quence is the result of a wide variety
of variable factors which are not yet
well understood. Climatic factors are
involved in the production and dis-
persal of pollen of the various wind-
pollinated species; in addition, a dif-
ferential is caused by preservation and
recovery from the sediments. Experi-
mental work is being done on almost
every aspect of these wide variations,
and there is hope that the future will
see at least a reasonable solution to
many of these problems.

Profiles represent a random count
of various wind-pollinated species re-
covered from sediments. Seldom does
the palynologist working with recent
materials give an absolute pollen
count of every grain present on the
slide. These counts are treated in a
statistical manner in an attempt to
overcome bias caused by differential
production (plants too close to the
depositional area) or differential pres-
ervation (oxidation). Such profiles
give only a gross representation of the
true situation. Furthermore, no an-
nual variation in past pollen produc-
tion or preservation can be detected
from such profiles unless the variation
is frozen into annual deposits such as
a varved clay sequence.

Pollen profiles are being interpreted
as essentially representing the vegeta-
tive cover existing at the time the pol-
len was produced. The vegetative
cover was, in turn, a response to envi-
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ronmental conditions during those
periods, and those environmental con-
ditions are interpreted as being of
climatic significance.

Present Status

There is no question that, under cer-
tain environmental conditions, plants
produce different amounts of growth
in the annual layers of wood, and dif-
ferent amounts of pollen are produced
and dispersed during the polien-
production seasons. Tree-growth and
pollen studies are still, however, in
what one could call a primitive state.
We are only now learning what the
problems actually are. As soon as the
problems can be better defined, con-
centrated effort can be made toward
their solution. At the present time,
only trends can be detected in the
various environmental conditions; no
scientific prediction can yet be made
from these trends.

In general, more physiological
studies are needed regarding the con-
nection between environment and
tree-ring growth, especially in quanti-
tative amounts. Such studies need to
be made on a variety of species grow-
ing under a wide variety of condi-
tions. Once these measurements are
made and understood, considerable
statistical work (computer analysis)
will be necessary to reduce the data to
usable forms. We are still in need of
better knowledge on pollen produc-
tion and dispersal, on pollen preserva-
tion and recovery, and on statistical
(or computer) analyses of recovered
grains. These studies will be of
limited value, however, if we do not
also have a much better understand-
ing of all aspects of the physical
matrix comprising the natural envi-
ronment.
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2. CAUSES OF CLIMATIC CHANGE

Basic Factors in Climatic Change

It is useful to introduce the prob-
lem of climatic change by considering
the definition of climate. Practical
definitions of the term “climate” vary
in their specifics from one authority to
another. All are alike, however, in
distinguishing between climate and
weather (and between climatology
and meteorology) on the basis that
climate refers to ““average’”’ atmos-
pheric behavior whereas weather
refers to individual atmospheric events
and developments. On the face of it,
then, it might seem that we are left
simply with the decision of what time
interval to choose over which to aver-
age the observed weather into “the
climate.” By “average” is meant aver-
age statistical properties in all re-
spects, including means, extremes,
joint frequency distributions, time-
series structure, and so on.

Climatic Change as a Fundamental
Attribute of Climate

Were atmospheric behavior to pro-
ceed randomly in time, the problem
of defining climate would reduce to a
straightforward exercise in statistical
sampling. We could make our esti-
mate of climate as precise as we wish
merely by choosing an average inter-
val that is sufficiently long. One diffi-
culty arises immediately because our
knowledge of past atmospheric be-
havior becomes less and less detailed
(and less and less reliable) the further
back in time we go. But there is an-
other, more important difficulty: If
our knowledge of past climates is im-
precise, it is at least good enough to
establish that long-term atmospheric
behavior does not proceed randomly
in time. Changes of climate from one
geological epoch to another, and ap-
parently also those from one millen-
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nium to another, are clearly too large
in amplitude to be explained as ran-
dom excursions from modern norms.

When one examines modern recon-
structions of the paleoclimatic rec-
ord, one might be led to suppose that
geological changes of climate—such
as those associated with the alternat-
ing glacials and interglacials of the
Pleistocene ice age—are smoothly
varying functions of time, readily dis-
tinguishable from the much more
rapid variability of year-to-year
changes of atmospheric state. In
other words, one might suppose that
each part of a glacial cycle has its own
well-defined climate, just as each sea-
son of the year is revealed by modern
meteorological data to have its own
well-defined climate. In such a case,
the averaging interval needed to ob-
tain a stable estimate of present-day
climate should be long enough to sup-
press year-to-year sampling variabil-
ity, but short in comparison to the
duration of a glacial cycle.

If we succumbed to the foregoing
rationale for defining climate, we
would probably be living in a fool’s
paradise. The reason is simple
enough: the apparent regularity of
atmospheric changes in the geological
past is only an illusion, attributable to
the inadequate resolving power of
paleoclimatic indicators. Most such
indicators act to one degree or another
as low-pass filters of the actual cli-
matic chronology. If our more recent
experience — based on relatively
higher-pass filters such as tree-rings,
varves, ice-cap stratigraphy, and pol-
len analysis applicable to post-glacial
time — is any guide, the state of the
atmosphere has varied on most, if not
all, shorter scales of time as well.

In other words, the variance spec-
trum of changes of atmospheric state
is strongly “reddened,” with low-
frequency changes accounting for rel-
atively large proportions of the total
variance (in the broadband sense).
At the same time, important gaps in
the spectrum of climatic change have
yet to be identified and may not even
exist. Taken together, these circum-
stances imply that there may be no
such thing as an "optimum’’ averag-
ing interval, and therefore no assur-
ance that we can define (let alone
measure) a unique, "'best”’ estimate of
what constitutes average behavior of
the atmosphere.

To summarize, atmospheric state is
known to vary on many scales of
time, and it cannot be ruled out from
present knowledge that it varies on all
scales of time (from billions of years
all the way down to periods so short
that they are better defined as mete-
orological variability). Thus it can be
argued that the very concept of cli-
mate is sterile as a physical descriptor
of the real world as long as it adheres
to the classical concept of something
static. In any event, present-day cli-
mate is best described in terms of a
transient adjustment of atmospheric
mean state to the present terrestrial
environment.

The Problem of Causes

If climate is inherently variable, as
here suggested, different interpreta-
tions can be lent to the variability.

The "Slave’” Concept — One inter-
pretation is the conventional one,
which can be called the “slave’” con-
cept of climatic change. This em-



bodies the idea that the average
atmospheric state is virtually indis-
tinguishable from an equilibrium
state, which in turn is uniquely con-
sistent with the earth-environmental
conditions at the time; in this view,
the atmosphere requires a relatively
short time to adjust to its new equilib-
rium state when the earth-environ-
mental conditions change.

The “Conspirator” Concept — An-
other interpretation can be called the
”conspirator” concept of climatic
change. This concept considers that
the average atmospheric state is in-
fluenced as much by its own past
history as by contemporary earth-
environmental conditions, that there
may be more than one equilibrium
state that is consistent with those en-
vironmental conditions, and that the
choice of equilibrium state approxi-
mated by the actual atmospheric state
at any given time depends upon the
antecedent history of the actual state.

Sharp Distinctions — The distinc-
tions between these two concepts is
sharp for long-period climatic change,
such as the change from Tertiary to
Quaternary times. On such a time-
scale, the dynamic and thermody-
namic time-constants of atmospheric
processes are infinitesimal, even if one
chose to include the oceans and the
polar ice-caps as coupled “atmos-
pheric” processes. As now seems
plausible, earth-environmental
changes included gradual sea-floor
spreading and continental drift, to-
gether with a gradual increase of
average continental elevation. It is
usually assumed that the climate acted
in keeping with the “slave” concept
throughout and that, after a certain
point in the course of continental drift
was reached (perhaps when the Arc-
tic Ocean was isolated), the equilib-
rium climate was transformed in a
deterministic manner from a glacial-
inhibiting pattern to a glacial-stimu-
lating pattern.

On the other hand, it is possible to
argue, following Lorenz, that the

actual climate of the Quaternary was
not necessarily preordained by its
contemporary environmental state;
that the evolution of climate to its
Quaternary mode was not a deter-
ministic evolution but a probabilistic
one that might have turned out very
differently under identical conditions
of continental drift and other environ-
mental change. The different Quater-
nary outcomes (two or more) would
have followed from differences in the
precise course of the climate itself,
due either to transient environmental
disturbances or perhaps to “random”
excursions of atmospheric state along
the way.

Subtle Distinctions — With regard
to relatively rapid climatic change,
however, the distinction between the
“slave” and the “conspirator” con-
cepts of change is much more subtle
in character, and perhaps unrecog-
nizable within present bounds of
either theory or observation. The rea-
son for this is to be found in the inti-
mate dynamic and thermodynamic
coupling that exists between the at-
mosphere and the oceans, and to a
lesser extent in the coupling between
the atmosphere, the oceans, and the
polar ice-caps. These couplings intro-
duce long time-constants into the
changes of atmospheric state, and re-
sult in various forms of autovariation
in the total system, on the time-scale
of decades and centuries. In the
course of such autovariation, the at-
mosphere itself may be said to obey
the “slave” principle. But in a rela-
tively limited period of years, the
coupled atmosphere-ocean system
would exhibit changes of state that
are not independent of its initial state.
In this case, the system is more prop-
erly described as obeying the “con-
spirator” principle. To complicate
matters further, it is conceivable that
the autovariation of the atmosphere-
ocean system is riding on top of a
transient of the Lorenz type already
mentioned.

In the presence of Lorenz-type
transients, the effect of systematic en-
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vironmental changes on present-day
climate (changes, for example, involv-
ing secular increases of carbon di-
oxide (CO-) or other consequences of
human activities) might be so badly
confounded as to be totally unrecog-
nizable., Even without such transients,
however, atmosphere-ocean autovari-
ation could effectively obscure the
effect of systematic environmental
changes that we are seeking to dis-
cover.

Rationale for the Isolation of
Human from Natural Factors in
Climatic Change

What rationale, then, are we to fol-
low in establishing the climatic effects
of systematic environmental change
on the scale of decades and centuries?
More specifically, how do we go about
the task of isolating the contribu-
tion of man’s activities to twentieth-
century climatic change?

First of all, there seems no real pos-
sibility of detecting Lorenz-type tran-
sients in present-day climate, so we
will have to proceed on the assump-
tion that they are not now occurring
nor are they likely to be induced in
the foreseeable future by further
environmental change from human
activities.

Second, while we should not hesi-
tate to use presently available esti-
mates of the climatic effects of atmos-
pheric pollution and other forms of
environmental change as an interim
guide in assessing the potential cli-
matic hazards of various human ac-
tivities, we should also remember that
such estimates are highly tentative.
We should take pains not to put
undue confidence in them.

Shortcomings of the Present Data
Base — In this connection, there are
two important points to consider:

1. Most present estimates of the

climatic impact of human activ-
ities are based on relatively
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simple hydrostatic heat-balance
models (as refined, for example,
by Manabe and used by him to
estimate the thermal effect of
variable CO-, stratospheric wa-
ter vapor, surface albedo, and
the like). Manabe himself has
often stressed the limitations of
such models, the most impor-
tant of which are: that they do
not take account of atmospheric
dynamics other than purely
local convective mixing; and
that they do not take into ac-
count changes of atmospheric
variables other than the varia-
ble that is explicitly controlled
as a parameter of the calcula-
tion (plus water vapor in those
experiments stipulating a con-
stant relative humidity).

2. Climatic changes caused by nat-
ural agencies, and those possi-
bly caused by human agencies,
are not necessarily additive. For
example, by analysis of past
data on CO. accumulation in
the atmosphere, roughly 50 per-
cent of all fossil CO: added to
the atmosphere appears to have
been retained there. Using pub-
lished United Nations projec-
tions of future fossil CO:
production, together with a
constant 50 percent retention
ratio, it can be predicted that by
A.D. 2000 the total atmospheric
CO: load will have exceeded its
nineteenth-century baseline by
more than 25 percent. As
pointed out by Machta, how-
ever, recent atmospheric CO:
measurements at Mauna Loa
and other locations indicate that
the atmospheric CO: retention
ratio has been dropping steadily
since 1958, to a present value
of only about 35 percent.

It may be significant that the 50
percent retention figure applied to a
time when world average tempera-
tures were rising, and that the ob-
served decline since 1958 applies to a
time when world average tempera-
tures have been falling. It is conceiv-
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able, though certainly not proven,
that the reversing trend of world cli-
mate in recent years has somehow
altered the rate at which the oceans
can absorb fossil CO;. If this is the
case, we are witnessing an interactive
effect whereby climatic changes pro-
duced by one agency (presumably a
natural one) are at least temporarily
reducing the climatic impact of an-
other agency (in this case, an inad-
vertent human one). Such interactive
effects are very poorly understood,
and yet they may be a very important
element in the evolution of present-
day climate.

The Use of Advanced Mathematical
Models — To return to our question
of what rationale we should follow in
our study of contemporary climatic
change and of human influences on
climate, we are left with little choice.
We have to rely on the development
of advanced mathematical models of
the global atmosphere that will be
suitable for long-term integration to
generate stable climatological statistics
and will be capable of simulating
many dynamic and thermodynamic
processes in the atmosphere and at
the earth’s surface. Relatively sophis-
ticated models of these kinds have
already been developed, at least one of
which has been expanded to deal with
coupled atmosphere-ocean systems.
Experiments with such models have
begun to lay a solid foundation for a
quantitative theory of global climate
and have elucidated the climate-
controlling influence of the general
atmospheric and oceanic circulations.
There appears to be no limit to the
refinement possible in such models,
other than the limits imposed by com-
puter capacity and speed.

The manner in which such numeri-
cal experiments bear on the study of
climatic change is essentially twofold:

1. The experiments verify that a
wide range of environmental
factors have a bearing on the
global pattern of atmospheric
circulation and climate. They

confirm that the most impor-
tant factors in this respect are:
(a) solar emittance; (b) the
geometry of the earth-sun sys-
tem including the orbital and
axial motions of the earth;
(c) the distribution of oceans
and land masses; (d) the state
of the ocean surface which,
along with the juxtaposed at-
mospheric state, governs the
fluxes of energy, moisture, and
momentum across the surface;
(e) the state of the land surfaces
with respect to albedo, thermal
capacity, water and ice cover,
relief, and aerodynamic rough-
ness; and (f) the gaseous and
aerosol composition of the at-
mosphere itself. To the extent
that all of these factors may
vary with time, either slowly
or rapidly, in response to forces
other than the contemporary at-
mospheric state itself, all such
factors are automatically to be
regarded as potential causes of
climatic change.

In the numerical experiments, it
is possible to simulate the be-
havior of circulation and cli-
mate as a function of arbitrarily
chosen boundary conditions
and atmospheric constituency,
which enter the experiments as
controllable parameters. This
makes it possible to vary any
of the environmental factors
listed above and determine how
the circulation and climate re-
spond. In this way, various
theories of climatic change can
be tested in terms of their mete-
orological consistency. With the
further refinement of joint at-
mosphere-ocean models, the
more realistic modeling of con-
tinents and ocean basins, and
the introduction of ice-cap in-
teractions into the models, the
range of factors in climatic
causation that are amenable to
this kind of study will eventu-
ally became almost exhaustive
of all reasonable possibilities.



Factors related to human activi-
ties would, of course, be in-

cluded.

Other Requirements — As neces-
sary as such model experiments may
be to the study of climatic change, it
is important to realize that they are
not sufficent to solve the problem of
climatic change. It is not enough that
we develop the ability to measure the

It has become evident that man can
change the entire atmosphere of his
planet in certain subtle ways. And he
can modify large regions in rather
obvious ways — for example, with
smoke and smog. There are now new
dimensions to his leverage on the at-
mosphere as he flies large jet aircraft
even higher in the stratosphere, and
as booster rockets of the Saturn class
introduce hundreds of tons of exhaust
into the thin reaches of the upper
atmosphere.

The effects of these changes on the
environment are diverse. We have re-
cently become aware of the evident
and sometimes acute effects of pollu-
tion in the world’s cities. Now we
realize that man may even be able to
change the climate of the earth. This
is one of the most important questions
of our time, and it must certainly rank
near the top of the priority list in
atmospheric science.

General-Circulation Models
of the Atmosphere

In recent years, it has been possible
to create fairly realistic numerical
models of the global atmosphere that
behave very much the way the real
atmosphere does. (See Figure III-6)
The atmosphere is a great heat engine
that runs on solar energy, taking ad-
vantage of the greater amount of heat

response of climate to varying envi-
ronmental conditions. If we are to
decipher past climatic changes or to
predict future changes, it is necessary
to determine which environmental
controls of climate have been (or will
be) doing the varying, at what rate,
and in what direction.

At present, there is a deplorable
lack of understanding about the vari-

The Radiation Balance

that reaches the equatorial zone. The
function of the heat engine is to trans-
port this heat from the equator to the
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ability of our environment. There can
be no guarantee that the necessary
understanding will ever be acquired in
full, for that in turn may depend on
unknowable past events and unpre-
dictable future events. But we should
learn what we can, for in no other
way can we be certain whether the
climatic changes of the twentieth cen-
tury are or are not causally related to
man’s activities.

poles. In the process, the atmosphere
moves with the patterns of the winds
seen on any weather map.

Figure I1l-6 — COMPUTER SIMULATION OF SEA-LEVEL PRESSURE FIELD

Sea level pressure distribution for the western hemisphere has been simulated by
a numerical model developed by the National Center for Atmospheric Research.
The time is 42.83 days into the simulation and represents a moment in a typical
January. The contour interval is 5 millibars. White areas represent clouds. The
influence of these clouds is taken into account in the radiation calculations. Areas
of high pressure are indicated by H, areas of low pressure by L.
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Modeling of the atmospheric heat
engine is complicated by the existence
of another, more sluggish but massive
heat engine — namely, the oceans.
While the ocean does not move as fast
as the atmosphere, its tremendous
heat capacity more than offsets its
slow movement. The ocean circula-
tion is coupled to that of the atmos-
phere, and nearly as much heat is
transported from equator to pole in
the oceans as in the atmosphere.

The key to this atmosphere-ocean
system, the ultimate driving force, is
the solar radiation that is absorbed,
mostly in the equatorial regions, and
the infrared radiation that is emitted
back to space at all latitudes. One
cannot consider the heat involved in
radiation, however, without also con-
sidering the internal heat released into
the atmosphere by the condensation
of water vapor. In fact, most of the
heat that is transported from the
equator to the middle latitudes is in
the form of the latent heat of water
vapor, heat that is released whenever
it rains or snows.

Experimental general-circulation
models of the atmosphere that have
been run on large computers at the
National Center for Atmospheric Re-
search (NCAR), the Geophysical Fluid
Dynamics Laboratory of the National
Oceanic and Atmospheric Adminis-
tration (NOAA), and the University
of California at Los Angeles also take
into account the effect of the moun-
tain ranges of the world, the rotation
of the earth, and the complex proc-
esses that exchange heat, moisture,
and momentum vertically by means
of convection, particularly in the
tropics. All these processes can be
related to each other by a set of dif-
ferential equations that involve time,
A model is made to “run” by integrat-
ing these equations in small time-
steps, and the result is a model of a
moving fluid system that behaves
very much like the real atmosphere.

Future Refinements — With these
general-circulation models we can, in
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principle, do "“experiments’’ to learn
how the atmosphere would change
with time if there were a change, for
example, in the ability of the atmos-
phere to transmit solar radiation due
to smoke, haze, or smog, or how it
would change if there were a growth
or shrinking of the size of the great
polar ice-caps.

Actually, however, we are still a
long way from realizing a model that
is adequate for such experiments in
“climatic change.” The current gen-
eral-circulation models are designed
to show the hour-to-hour, day-to-day,
and week-to-week changes; we would
run out of computer time if we used
them to study really long-term
changes. Long-term changes in this
system would certainly involve
changes in the ocean. Hence, it would
not be enough to consider only the
circulations of the atmosphere. Never-
theless, there is hope that, in time, we
will be able to develop theoretical
numerical models with which to con-
duct experiments on the atmosphere-
ocean climate and how it will change
with changes in the heat available to
the system. These models will require
a considerable effort in developing
quasi-statistical shortcuts and the
availability of larger computers than
we have now.

The Radiation Budget

As mentioned, radiation is the ulti-
mate source of energy to drive the
complex atmosphere-ocean system. In
order to gain an idea of the role that
radiation plays in keeping the system
in motion, we can perform a simple
calculation of the rate of energy input
from the sun as compared to the
amount of energy that the atmos-
phere contains at any time. The solar
radiation absorbed by the system is
about 600 calories per cm® per day,
and the average total thermal heat
energy of the atmosphere is about
60,000 calories per cm® This means
that if the solar radiation were cut off

abruptly, about 10 percent of the
energy of the atmosphere would dis-
appear within ten days. This is enough
to cause an appreciable change in the
circulation. Such a rough calculation
indicates that the atmosphere will re-
spond to a change of heat input in a
week or less.

Determinants of the Earth’s Albedo
—— The solar radiation that reaches
the earth is partly reflected back into
space, partly absorbed by the atmos-
phere, but mostly absorbed by the
surface. (See Figure III-7) In the
1940’s it was estimated that about
40 percent of the solar radiation was
reflected back to space, but more re-
cent estimates, based largely on satel-
lite observations, have been lowered
to about 30 percent. This average re-
flectivity is referred to as "the earth’s
albedo.” The fact that there has been
such a large uncertainty as to the
magnitude of the albedo is testimony
to our general uncertainty about the
amount of energy available to the
system.

Cloud Cover — Another important
variable is the cloud cover, since
clouds are generally much more highly
reflecting than the surface of the
earth. The same is true of snow and
ice. An increase in cloud cover in-
creases the albedo. For example, a
change of 5 percent in the average
cloudiness of the equatorial zone, an
amount that would go unnoticed,
would change the albedo of the earth
by about 1.5 percent. This would
represent an appreciable decrease in
the energy available to drive the
atmosphere-ocean system.

The same effect as a decrease in
amount of cloud cover would be
achieved by a decrease in the reflec-
tivity of the clouds, since both would
decrease the net albedo of the earth.
Clouds moving over regions with in-
dustrial pollution, such as Europe,
show a decrease in reflectivity from
about .95 (for pure water clouds more
than half a kilometer thick) to .80 or
.85. This much reduction in cloud



Figure I1I-7 — FACTORS IN THE RADIATION BALANCE OF THE EARTH
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The diagram indicates the major components in the global radiation balance. The
albedo, or reflectivity, is composed of the radiation reflected from the ground,
clouds, aerosols, and other materials that might scatter incoming solar radiation.

reflectivity, in the unlikely event that
all clouds were so affected, would
have about the same effect as a 5 per-
cent reduction in cloud amount.

Budyko, at Leningrad, and Sellers,
at the University of Arizona, have
taken this energy calculation one step
further, arguing that a decrease of
only 1.6 to 2.0 percent in the solar
radiation available to the earth would
lead to an unstable condition in which
continental snow cover would ad-
vance all the way to the equator, with
the albedo raised by the greater snow
cover to the point where the oceans
would eventually freeze. Lest this
rather frightening calculation be taken
too seriously, it should be mentioned
that there is no evidence that a mech-
anism for a change of as much as 1.5
percent actually exists, or ever has in
the history of the earth. The model
nevertheless illustrates the delicacy of
our planet’s thermal balance.

Aerosols — The aerosols that fill
the atmosphere — natural haze, dust,

smoke, smog, and so on — probably
play an important role in the radiation
balance of the earth, but this is one of
the great uncertainties in the theory
of how the atmosphere behaves.
Aerosols in cloudless air probably in-
crease the albedo to some extent,
and they absorb sunlight themselves.
Also, as we have noted, they can
change the reflectivity of clouds. We
are quite certain that variations in the
solar radiation absorbed by the earth’s
atmosphere and surface, due to
changes in turbidity or total aerosol
content of the atmosphere, are signifi-
cant. Furthermore, as will be noted
below, aerosols in the atmosphere can
be greatly affected by man and vol-
canic activity.

Factors Affecting Loss of Terrestrial
Heat — On the other side of the
ledger by which we keep track of the
amount of heat into and out of the
atmosphere-ocean heat engine is the
loss to space of terrestrial heat by in-
frared radiation. Over a period of a
year or so, the amount of radiation
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lost by infrared radiation must almost
exactly balance the amount of solar
radiation absorbed by the earth and
its atmosphere. If this did not hap-
pen, the earth would rapidly heat or
cool.

As a general principle, any sub-
stance in the atmosphere that absorbs
infrared radiation will slow the cool-
ing of the surface. The reason for this
is that the energy radiated from the
surface is absorbed by the absorbing
substance in the atmosphere, thus
heating the atmosphere which in turn
radiates back toward the ground. In
effect, an absorbing layer acts as a
radiation blanket, and its presence
will result in a higher surface tem-
perature.

An auxiliary effect of this absorb-
ing blanket will be an increase in the
stability of the lower part of the at-
mosphere, between the surface and
the absorbing layer. This increase in
stability will reduce convection in the
lower layers. The ability of the at-
mosphere to stir itself by convection
is a principal source of cumulus
clouds, so that a decrease in convec-
tion would also decrease precipitation.

Infrared Absorbers — There are
two main classes of infrared absorbers
in the atmosphere: trace gases (water
vapor and carbon dioxide (CO.) being
the most important in the lower at-
mosphere) and aerosols of all kinds,
including clouds. Various estimates
have been made of the effect of in-
creasing CQO» in the atmosphere, since
man has in fact been able to raise
the total amount through burning fos-
sil fuels. Since 1900, the amount of
CO: has increased an average of 10
to 15 percent, and this trend has
usually been cited to account for the
observed rise in the average surface
temperature of 0.2° centigrade up to
1940. The theoretical calculations of
Manabe and Weatherald indicate that
a doubling of the CO. content in the
atmosphere would have the effect of
raising the temperature of the atmos-
phere (whose relative humidity is as-
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sumed to be fixed) by about 2° centi-
grade, an appreciable change.

The role of aerosols in the radiative
balance cannot be calculated with
anything like the certainty of that for
carbon dioxide. Various estimates
have been made of the effect of
aerosols, with conflicting results. The
principal effects of aerosols are to in-
crease the scattering of sunlight in the
atmosphere and also to absorb sun-
light, the two effects being about
equal. Thus, Robinson, in England,
reports an average decrease of 25 per-
cent in the amount of sunlight reach-
ing the surface due to aerosols, and
presumably at least half of this
amount went into heating the atmos-
phere. In clear air, such as that found
in the polar regions, the effect of
aerosols is much less, but in the
tropical zone the turbidity of the at-
mosphere, probably due primarily to
natural haze from vegetation, is high
all the time.

Man-Made Aerosols — Aerosols
should be taken into account in any
calculation of the radiative balance of
the earth-atmosphere system, but the
fact is that we do not yet know how
to do this with certainty. Further-
more, there is the practical question
of how man-made aerosols compete
with natural aerosols.

The haze observed in many parts of
the world far from industrial sources
originates chiefly in the organic mate-
rial produced by vegetation, with
large contributions from sea salt from
the ocean and dust blown from dry
ground. At times, volcanic activity in
the tropics produces a worldwide in-
crease of the aerosol content of the
high atmosphere. It is estimated by
Budyko, for example, that the solar
radiation reaching the ground after
the 1963 eruption of Mt. Agung, in
Bali, was reduced in the Soviet Union
by about 5 percent, a significant at-
tenuation whose total effect on the
global radiation balance is not clear.

In contrast to these natural aero-
sols, man has overwhelmed nature in
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certain parts of the world where in-
dustrial smog and smoke have an evi-
dent effect on the clarity of the atmos-
phere. Observations in a few cities,
such as Washington, D. C., and Uccle,
Belgium, have documented the in-
crease in turbidity and the decrease in
solar radiation reaching the surface
over the past few decades, even
though progress has been made in the
United States and Europe in reducing
the production of smoke from coal-
burning heat sources.

An additional complication, a pos-
sible effect of man-made contaminants
in the atmosphere, is the observed
reduction of the albedo of clouds due
to contaminants absorbed in cloud
droplets. This effect must also be
taken into account in a complete cal-
culation of the radiation budget and
man’s effects on it.

Needed Scientific Activity

In view of the uncertainties in the
many factors involved in the radiation
balance of the earth, and the possibil-
ity that man is significantly affecting
the radiation balance by his introduc-
tion of aerosols and his increase in the
CO:- content, it is necessary to inten-
sify our studies of the effects of these
factors on the climate.

Models — The key to such studies
is the development of adequate clima-
tological models on which experi-
ments can be run. One would, for
example, study the change in the
average temperature in various re-
gions of the globe for certain changes
in the optical characteristics of the
atmosphere resulting from aerosols
and carbon dioxide. There are many
feedbacks in this system, and the
model should take as many as pos-
sible into account. A major feedback,
already referred to, is that due to
changing ice and snow cover in the
polar regions; another is due to
change of cloud cover; the two prob-
ably react in the opposite direction to
a change in average temperature.

Since the oceans are important in
the long-term heat balance of the sys-
tem, a climatic model must certainly
include oceanic circulations, even
though they are largely secondary to
atmospheric circulations in the sense
that the atmosphere drives the sur-
face currents. Progress in modeling
oceanic circulation has been made in
a number of places, notably the Geo-
physical Fluid Dynamics Laboratory
of NOAA, NCAR, Florida State Uni-
versity, and The RAND Corporation.
The challenge, eventually, will be to
combine the atmospheric and oceanic
circulations in one model.

Monitoring — It is not sufficient to
develop a theory without being aware
of changes actually taking place in the
real atmosphere. For this reason it
will be necessary to continue to moni-
tor the climate, as is being done in a
number of stations throughout the
world. In addition to the usual pa-
rameters of temperature, wind, and
precipitation, the composition of the
atmosphere and its turbidity need to
be monitored better than they are
now. This is not a simple task, since
quantitative measurements of trace
gases require fairly elaborate tech-
niques, while measurements that de-
scribe the aerosol content of the at-
mosphere should provide information
on the optical properties of these
aerosols as well as their concentration.
It is necessary to know how these
aerosols affect incoming solar radia-
tion and outgoing infrared radiation.
This has not been done adequately,
except on a few occasions using spe-
cial equipment.

Satellites have been useful in many
ways in obtaining new information
about the global atmosphere, and they
can contribute significantly to the
monitoring task. Except for cloud
cover, however, observations to date
have not been sufficiently quantita-
tive. Cloud cover can and should be
monitored by satellites. Satellites can
also monitor snow and ice cover, al-
though there is a problem during the
polar night when pictures cannot be
taken in the usual manner. This situa-



tion is improving rapidly, since the
High Resolution Infrared Radiom-
eters, of the type used on the Nimbus-
4 and ITOS-1 satellites, can obtain
pictures by day or night and even
provide an indication of the heights of
cloud tops. Nimbus-F, scheduled for
launching by the National Aeronau-
tics and Space Administration
(NASA) in 1974, may carry an ab-
solutely calibrated radiation experi-
ment that could mark the beginning
of direct quantitative measures of the
total heat budget of the earth. Mea-
surements of lower atmospheric com-
position, or pollution, from satellites
have been proposed, but at this time
they seem to be further in the future.
Ozone, a trace gas found mostly in
the stratosphere and upper tropo-
sphere, has been measured, but this
component may be of minor concern
in the present context.

A Perspective on Man-Made Pollu-
tion — The possible change in the
radiative characteristics of the upper
atmosphere due to rockets can prob-
ably be dismissed, because even ex-
treme assumptions about numbers of
Saturn-class rockets being launched
lead to negligible changes. The con-
tribution of jets to water vapor and
aerosols in the stratosphere may also
be trivial. Recent studies by the Na-
tional Academy of Sciences, by Ma-
nabe and Weatherald, and by others
strongly suggest that it is. Contrails
are likely to have a climatic influence
only when they trigger the formation
of extensive bands of cirrus cloud

Climatic

A worldwide climatic change has
been taking place for the past decade
or two. Its reality has been estab-
lished by scientists of the United
States, the Soviet Union, and
England.

The climatic amelioration that took

which mature, with the passage of
time, to a sufficient optical depth in
the infrared to produce either signifi-
cant blanketing or reduction of in-
coming visible solar radiation.

One cannot say for certain that, on
the occasions when jet-airplane con-
trails produce cirrus clouds, the cirrus
clouds would not have formed natu-
rally. But there are many occasions,
some lasting for several days, when
major portions of the United States
are crisscrossed by jet-airplane con-
trails that do not dissipate, but instead
spread out until major fractions of the
sky are covered by thin cirrus of suf-
ficient intensity to be of radiative sig-
nificance. What needs to be done
is to conduct quantitative studies, in
selected areas of the earth, of the
radiative losses to space that occur
with and without cirrus clouds. Then
there needs to be a rather careful ex-
amination of the degree to which
these cirrus can be artificially trig-
gered. The stability of the large-scale
circulation is an extremely important
matter. We know that large trough
developments occur in the 300-milli-
bar circulation, particularly in the late
winter and spring seasons, in a way
that is difficult if not impossible to
predict. It is quite conceivable that
cirrus cloud formations at high lati-
tudes over warm sources, as over the
Gulf of Alaska, may be important in
this regard.

The atmosphere-ocean system de-
pends on the heat available to run it,
and this is the result of a delicate bal-
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ance between heat received from the
sun and re-radiated to space. There
are ways to disturb this balance, and
the ice ages of the past are proof that
nature sometimes does, in fact, alter
it. Man might do the same, and this
possibility deserves the most careful
study. There has been much hand-
waving of late by “prophets of doom.”
While virtually none of these people
is a scientist, atmospheric scientists
have not been able to make convinc-
ing rebuttals so far.

The earth actually has a remarkably
stable life-support system, and man
is unlikely to be able to move it far
from its equilibrium. To mention a
few examples: Aerosols, of the sort
that man or nature creates, only re-
main in the atmosphere for about a
week on the average. Thus, indus-
trial pollution in the United States
hardly has time to reach Europe be-
fore it is washed from the air, Further-
more, natural sources of contamina-
tion from vegetation, volcanoes, the
oceans, and the deserts still far out-
weigh all of man’s contributions,
taken on a global scale. With respect
to the balance built into our highly
variable clouds, an increase in mean
temperature would probably cause an
increase in moisture and cloudiness,
which in turn would reflect more solar
radiation back to space. Such a nega-
tive feedback, forcing the situation
back to equilibrium, is only one of
several mechanisms that we are be-
ginning to identify in the complex
atmosphere-ocean system.

Change and the Effects of Civilization

place between the late 1800’s and
1940 has ended, and the mean tem-
perature of the earth appears to have
fallen since the middle of the present
century. (See Figure III-8) Some
dramatic environmental changes have
followed — e.g., the return of mid-
summer frosts in the upper Midwest,

record cold autumns in Ohio, rising
lake levels in East Africa, and mas-
sive encroachment of sea-ice on the
north shore of Iceland. With this
change, the circulation patterns of
the atmosphere also appear to have
changed. Any such changes on an
earth that is straining its capacity to
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Figure !ll-8 — OBSERVED LAGGED TEMPERATURE
VARIATION OF THE NORTHERN HEMISPHERE
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The observed temperature variation of the northern hemisphere has here been
corrected (see solid line) for the time lag of the ocean-atmosphere-soil system and
the system’'s response to factors that cause the variation of temperature. A half-
response-time of ten years was used. The broken line is the smoothed curve of

Figure il1-4 repeated for comparison.

feed the human population are sig-
nificant.

The theory of climate is so poorly
developed that we cannot predict ac-
curately whether the climatic trend
will continue, or how the distribution
of rainfall and frost will change if it
does. Clearly this knowledge is a
national and international need of
high priority. Clearly, too, we must
know whether any or all of the recent
fluctuation in climate is man-made,
and whether it can be man-controlled.
Lacking an adequate theoretical basis
for prediction, we can only look to
the past to see what kinds of changes
are possible, with what rapidity they
may occur, and what the causal fac-
tors might have been.

Basic Balances

Although numerical models of the
atmospheric circulation are still too
crude to simulate the climatic pattern
within an error small enough to be
less than the occasional ecologically
significant variations, certain basic
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relations may be identified that can
yield information on some of the fac-
tors important to climatic change.

Ultimately the sun drives the at-
mosphere. The fact that we have
water in gaseous, liquid, and solid
states in the proportions we do is de-
pendent on our distance from the sun
and the fraction of the sunlight that
the earth absorbs. In the long run,
there must be the same amount of
heat re-radiated to space from the
atmosphere as is absorbed by the
earth.

The receipt of solar radiation occurs
on the cross-sectional area of the
earth, but re-radiation takes place
from four times as large an area —
i.e., the entire area of the globe. Thus,

S7R%* (1 — o) = 47R? [,
where S is the solar constant,
R is the radius of the earth,
o is the albedo, or “reflec-
tivity,” of the earth,
and I is the mean outward in-
frared radiation flux from
the earth to space.

Satellite data show that I; is fairly
uniform over the earth, on the annual
average, and that the albedo of the
earth is such that the above equation
is approximately balanced. The out-
ward radiation measured from space
is smaller on the average than that
emitted by the earth’s surface, so that

S(1—a) =4 («oTo* — Al
where ¢ is the emissivity of the
earth’s surface,

o is the Stefan-Boltzman con-
stant,

To is the surface tempera-
ture of the earth,

Al is the difference between
the heat radiated upward
by the earth’s surface and
that leaving the top of the
atmosphere for space —
the “greenhouse effect,”

and the overbar on eoT,* indi-
cates an average over the
whole surface of the
globe.

The above equation is crude, but
it provides an insight into the factors
that might affect the general tempera-
ture state of the earth. Clearly, fluc-
tuations in solar intensity, the fraction
of incoming solar radiation that is
“reflected” or scattered away before
reaching the ground, and the “green-
house effect” are the major causes
of variation in the mean temperature
of the earth. A change of one or 2
percent in any one of these variables
is enough to produce a significant cli-
matic change, yet none of them is
known with this accuracy except per-
haps the solar intensity.

Albedo — The temperature of the
earth is most sensitively dependent on
the albedo of the earth-atmosphere
system — an increase of a few per-
cent would cool the earth to ice-age
temperatures. This variable — reflec-
tivity — can be measured by mete-
orological satellites, but not yet with
sufficient accuracy. The albedo is also
a variable that can be changed by
human activity, primarily by changes
in the transparency of the atmosphere



resulting from particulate pollution.
According to Angstrom, a 7 percent
increase in the turbidity of the atmos-
phere will produce a one percent
change in albedo and a 1°-centigrade
change in world mean temperature.

The “Greenhouse Effect’” — The
other variable that can be changed by
human activity is the “greenhouse
effect.” This depends on such things
as the water-vapor content of the air,
dustiness, cloudiness, and, especially,
the carbon dioxide content. The car-
bon dioxide content of the atmosphere
has risen 11 percent or so in the past
century, and it is widely believed that
the rise is due to human activity in the
burning of fossil fuels and greater
exposure of soil humus and the like to
oxidation. (See Figure III-9)

In times past, changes in vegetation
and land distribution and elevation
affected the earth’s albedo, as did
short-time changes in cloud and snow
cover. Volcanic activity, then as now,
produced a variable input of particu-
lates to the atmosphere, as did blow-
ing dust from desert areas — which
in turn affected the albedo. (See Figure
III-10) In earlier times, the distribu-
tion of land and sea, volcanic activity,
the elevation of the land and nature
of the biota probably affected the
magnitude of the greenhouse effect.
The sun’s intensity may also have
varied, though there is no evidence.
In addition, there are complex feed-
back mechanisms, such as additional
water vapor in the air at higher tem-
peratures, that increase the green-
house effect which in turn increases
the water-vapor content still more.
While increased volcanic activity
makes the atmosphere more turbid
and thus tends to depress the tem-
perature, it may also contribute to the
greenhouse effect and thus tend in
part to counteract the temperature
effect. The complete equation for re-
lating these effects is not known, but
it appears that the effect of turbidity
on the greenhouse effect is only about
10 percent of its effect on the albedo.

is something new under the sun —
a population of humans sufficiently
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We do know, however, that there

Figure 11l1-9 — LAGGED TEMPERATURE CURVE FOR
THE NORTHERN HEMISPHERE CORRECTED FOR CO:

TEMPERATURE °C

In this graph, the mean observed temperature variation for the northern hemisphere
has been adjusted for the time lag shown in Figure !{1-8 and for the warming effect
of carbon dioxide (CO.). It can be seen that the increase of variation due to the
“greenhouse effect” of CO. is small compared with the variation of temperature
corrected for system lag. (Compare values of Figures 111-8 with I1}-8) Only about
3 percerit of the variance can be explained by the presence of CO.,

Figure 11l-10 — LAGGED TEMPERATURE CURVE FOR THE
NORTHERN HEMISPHERE CORRECTED FOR CO: AND DUST
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The mean observed temperature variation for the northern hemisphere has here
been adjusted for the time lag of the system, the warming effect of CO., and the
effect of both stratospheric (volcanic) and tropospheric dust. The dust effect ex-
plains 80% of the variance of the adjusted temperature, with 63% due to strato-
spheric and 17% due to tropospheric dust. The resulting curve shows what tempera-
tures would be observed under conditions of direct solar radiation with cloudless
skies, although some residual errors remain. (Compare Figures !ll-4, 8, and 9)

numerous to modify the whole albedo
of the earth and the magnitude of the
greenhouse effect through their sheer
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numbers and control of energy. Thus
man can, and probably has, modified
the climate of the earth.

The Climates of the
Past Century

From late in the nineteenth century
until the middie of the twentieth, the
mean temperature of the earth rose.
During this time the carbon dioxide
content of the atmosphere rose enough
to explain the global temperature rise
— apparently the first global climatic
modification due to man. At the same
time, local production of particulate
pollution was starting to increase
rapidly due to mechanization and
industrialization. By the middle of the
twentieth century, these trends —
amplified by a general population ex-
plosion and a renewal of volcanic
activity — increased the worldwide
particulate load of the atmosphere to
the point where the effect of these
particulates on the global albedo more
than compensated for the carbon di-
oxide increase and world temperatures
began to fall.

The total magnitude of these
changes in world or hemispheric mean
temperature is not impressive — a
fraction of a degree. However, the
difference between glacial and non-
glacial climates is only a few degrees
on the worldwide average.

Actually, it is not the mean tem-
perature of the earth that is impor-
tant, but rather the circulation pattern
of the atmosphere. This is strongly
dependent on the temperature differ-
ence from the tropics to the poles.
The same man-modifiable factors that
affect the mean temperature of the
globe-albedo and carbon dioxide —
even if applied uniformly over the
globe — will have the effect of chang-
ing the meridional temperature gradi-
ent and thus the circulation pattern
and resultant weather pattern. It is
this change of pattern that is of prime
concern. Dzeerdzeerski in the Soviet
Union, Kutzbach in the United States,
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and Lamb in England have all pro-
duced different kinds of evidence that
the circulation patterns have changed
in the past two decades. In turn, the
local climates show change — some
regions wetter, some drier, some
colder, some warmer — though some
remain unchanged.

The most striking changes have
been where the effects of the change
are cumulative, such as the slightly
changed balance between evaporation
and precipitation in East Africa which
has caused the level of great lakes
such as Victoria to rise markedly.
Another case is the balance between
ice wastage and production that has
changed enough in the last decade to
bring drift-ice to the Icelandic shores
to an extent unknown for a century.
It would be most useful to know what
the cumulative ecological effect of
these local or regional changes might
be. Since biological selection in re-
sponse to environmental changes usu-
ally requires a number of generations
to show the total effect of the change,
it is probably too soon to know the
total ecological impact of the present
change. Here we can only look to the
past to see what is possible.

The Lesson of History

The advent of radiocarbon dating
has given a new dimension to the
study of the variety of paleobotany
known as palynology. It is now pos-
sible to put an absolute time-scale on
the record of environmental change
contained in the pollen assemblages
recovered from bogs and lake sedi-
ments. In the context of the present
discussion, the most startling result
is the rapidity with which major envi-
ronmental changes have taken place.

If we examine the most carefully
studied and best-dated pollen profiles,
we find that the pollen frequencies
often show a quasi-exponential change
from, for example, an assemblage
that might indicate boreal forest to an
assemblage typical of mixed hard-

woods. Calling the time required for
half the change to occur the half-life
of the transition, it appears that such
major changes in vegetation may have
half-lives of a couple of centuries or
less. (Greater specificity must await
analyses with much finer time-resolu-
tion than has been generally used.)
Since the plants integrate the climate,
the half-life of the climatic change
must be shorter still!

With the agricultural land use of
the world still reflecting the climatic
pattern almost as closely as the native
vegetation did, a major shift in cli-
matic pattern within a century could
be disastrous. Unlike the past, migra-
tion into open lands is not possible:
there are none, and forcible acquisi-
tion of agricultural land with a favor-
able climate is not acceptable. Only
in a few nations would a combination
of regional variety and advanced tech-
nology allow an accommodation to a
major climatic change.

What We Need To Know

Faced with the possibility that we
are well into a climatic change of ap-
preciable magnitude, of man’s mak-
ing, there appear a number of ques-
tions to which answers are urgently

needed.

Since in the past there have been
rapid changes in climate due to natural
causes, such as major changes in vol-
canic activity, what is the probability
of increased volcanism in the next few
decades adding to the pollution of the
atmosphere made by man and thus
speeding up the present climatic
change?

How far will the present climatic
change go? It appears that the change
from a glacial climate to a nonglacial
climate occurred with great rapidity.
Would the opposite change occur as
fast? What chance is there, on a rela-
tively short time-scale, to control the
sources of turbidity?



If we have reverted to the climate
characteristic of the early 1800’s, what
displacements in the world agricul-

tural pattern will occur in the next
decade?

The answers to these and a host of
related questions will require a much
more sophisticated knowledge of cli-
mate and the man-environment sys-
tem than we now possess. Time is

CAUSES OF CLIMATIC CHANGE

short and the challenge to science is
clear.

Environmental Change in Arid America

One of the great controversies in
ice-age paleoecology is how to explain
the virtually simultaneous coast-to-
coast extinction of large mammals in
North America around 11,000 years
ago. We know, for example, that ele-
phants once existed even in the pres-
ently arid lands of the West. Paleon-
tologists have commonly recovered
the bones of Mammuthus columbi in
arid America, along with bones of
other extinct large mammals, includ-
ing horses, camels of two extinct
genera, extinct bison, and ground
sloth.

Did the climate change suddenly?
Fossil elephants and the like inevitably
provoke visions of a wetter climate
and a more productive ecosystem
than today’s arid land will support.
But the fossil-pollen record has indi-
cated otherwise.

Fossil Pollen and
Other Forms of Evidence

The technique of fossil-pollen anal-
ysis has proved of unique value in
determining what the vegetation and,
by implication, the primary produc-
tivity of arid America must have been
during the period when this region,
along with the rest of the continent,
supported large numbers of native
large mammals.

Pollen is a very popular fossil be-
cause it is produced in quantity by
certain plants and, thanks to its acid-
resistant outer wall or shell, is pre-
served in many types of sediments.
Unlike fossils of larger size, pollen is
usually dispersed evenly throughout

a deposit rather than aggregated in
one or a few distinct beds. Under
relatively uniform sedimentation, as
determined by closely spaced radio-
carbon dates, one can estimate the
intensity of the local pollen rain
through time, as Davis has done in a
study of vegetation history at Rogers
Lake, Connecticut. Different vegeta-
tion zones shed different amounts of
pollen — a tundra much less than a
forest, for example. This is revealed
by the fossil pollen extracted through
hydrofluoric-acid treatment of lake
muds.

In many deposits, especially in arid
lands, absolute values cannot be esti-
mated. The relative amounts of the
dominant pollen types in a deposit can
be compared with the pollen content
of sediments presently being deposited
in areas of natural vegetation. Literal
interpretation of the relative pollen
percentage cannot be made —i.e., 10
percent pine pollen does not mean
that 10 percent of the trees in the
stand were pines. But the pollen
spectrum of all types identified in a
fossil count can be matched, through
computer programs or simple direct
comparison, with the pollen rain of
modern natural communities. This
method works especially well in west-
ern United States, where there are
extensive areas of relatively undis-
turbed vegetation. In this way, any
major or increasing number of minor
changes in vegetation through time
can be detected.

As opportunity allows, the fossil-
pollen record can be compared with
other forms of evidence. Macrofossil
remains of plants, including seeds and

leaves, are found in certain lake muds.
They have been reported in remark-
able abundance in ancient wood-rat
middens of certain desert regions by
Wells. The oldest rat’s nests studied
by Wells are over 30,000 years in age,
essentially older than can be deter-
mined by the radiocarbon method.

The Climatic Record of
Western America

The fossil record of radiocarbon-
dated deposits covering the last 30,000
years in western America indicates an
initial cool, dry period becoming
colder and wetter by 20,000 to 16,000
years ago. At this time, there were
ponderosa-pine parkland and pinyon-
juniper woodland at elevations about
3,300 feet below their present lower
limits on western mountains. The fate
of prairie, both short and tall grass-
land, is unknown. The present prairie
region was occupied by spruce in the
north and pine in the south. This
suggests that arid America, like other
regions, was affected by the late
Pleistocene cooling associated with ice
advance over Canada.

Around 12,000 years ago the cli-
mate changed rather rapidly, becom-
ing warmer and drier, until conditions
were only slightly cooler and wetter
than now. Modern vegetation zones
have occupied their present positions,
with minor fluctuations, continuously
for the last 8,000 years.

Thus, the record shows that the
environment of western America in-
habited by mammoth, camels, native
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horses, and bison at the time of their
extinction 11,000 years ago was not
vastly different from what we know
at present. Why, then, did the ani-
mals die? Fossil pollen and other
evidence from the radiocarbon dating
of extinct Pleistocene faunas seem to
indicate that no environmental defects
will explain this phenomenon. One
must look elsewhere. And the only
new variable in the American ecosys-
tem of the late-glacial period is the
arrival of skilled Stone Age hunters.
These events of thousands of years
ago have major implications for mod-
ern-day range management.

Implications for Modern Range
Management

In part, the concept of the West as
a “desert” is based on the fact that
grass production is indeed quite low.
But the dominant woody plants found
across the one million square miles of
western America — the creosote bush,
sagebrush, cactus, and mesquite — do
yield large amounts of plant dry-
matter annually. Primary productiv-
ity data on these western shrub com-
munities are less abundant than one
might wish. Nevertheless, such data
as do exist indicate that shrub com-
munities in southern Arizona may
yield 1,400 kilograms per hectare a
year, considerably more than adjacent
grassland under the same climate (12
inches of precipitation annually).
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Observers have overlooked or writ-
ten off this annual production, per-
haps because it is often avoided by
domestic livestock. Indeed, fifty years
of range management in the West has
been aimed at destroying the woody
plants to make way for forage more
palatable to cattle. The effort has
been singularly futile and should be
abandoned.

The Future of Western Meat-Pro-
duction — The dilemma faced by the
range industry in arid America is that
beef can be produced faster, more
efficiently, and at less expense in the
southeast or in feedlots. If this fact
is accepted, one can make a case for
keeping large areas of arid America
as they are, at least until much more
is known about primary production of
the natural communities and until
some value for Western scenery can
be agreed upon. Some large, wealthy
ranchers have already recognized this
and have disposed of their cattle.
More should be encouraged to do so.
If a meat-producing industry is to be
established in the marginal cattle
lands in the West, it should be based
on new domestic species, animals that
are better adapted to arid environ-
ments than cattle and that are adapted
for efficient browsing rather than
grazing.

Potential New Domesticates — One
obvious source for potential new

domesticates is Africa, where arid
ranges that barely sustain cattle are
supporting thrifty herds of wilde-
beest, kongoni, zebra, giraffe, and
kudu. In size and general ecology, the
African species bear at least general
resemblance to the extinct Pleistocene
fauna of the Americas. They did not
invade the New World during the ice
ages because they failed to range far
enough north to be able to cross
the Bering Bridge, the only natural
method of intercontinental exchange
open to large herbivores. Many natu-
ral faunal exchanges of arctic-adapted
herbivores did occur over the Bering
Bridge in the Pleistocene. Some, but
not all, of the invaders re-adapted to
warmer climates of the lower latitudes.

In summary: (a) Studies of fossil
pollen and other evidence of the last
30,000 years reveal no environmental
defects that might explain the extinc-
tion of many species of native New
World large mammals 11,000 years
ago. (b) The only known environ-
mental upset at the time of large ani-
mal extinction was the arrival of Early
Man. (c) The cattle industry of west-
ern America is marginal, being main-
tained for reasons of its mystique, not
for its economics. (d) If a more pro-
ductive use of the western range is
desirable, experiments with other
species of large mammals should be
begun now, as indeed they have been
on certain ranches in Texas, New
Mexico, Mexico, and Brazil.
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1. OCEANIC CIRCULATION AND OCEAN-
ATMOSPHERE INTERACTIONS

Oceanic Circulation and the Role of the Atmosphere

The ocean circulation is one of the
primary factors in the heat budget of
the world. The circulation is impor-
tant not only internally to the ocean
but also to the overlying atmosphere
and, indeed, to the climate of the
entire earth. Together the sea and
the air make a huge thermal engine,
and it is not possible to understand
either without having some compre-
hension of the other. Any studies of
ocean circulation must inevitably in-
volve this coupling with the atmos-
phere.

The Present State of Understanding

Studies of ocean circulation have
progressed a long way in the past
fifty years. Measurements of the
characteristics of the ocean at great
depths have produced at least a gen-
eral sense of the major deep circula-
tions. And extensive theoretical de-
velopments over the same period have
given us some glimmering as to why
the circulations are what they appear
to be.

Figure IV-1 — SEA-SURFACE TEMPERATURE

Ocean Variability — Both the ob-
servational and theoretical studies
have dealt mostly with a steady-state
ocean or the long-term mean of an
ocean. (See Figure IV-1) During the
past few years, however, some data
have been accumulated that allow us
to speculate a bit about the variability
of the ocean. Like mean circulation,
variability is closely coupled to the
atmosphere, and variations in ocean
circulation may lead to, or stem from,
variations in atmospheric phenomena.
For example, one of the critical parts
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of the heat engine is the Norwegian
Sea, an area where warm saline sur-
face water from the Gulf Stream is
cooled by contact with the atmos-
phere, made dense, and returned to
the open Atlantic as dense deep water
in such quantity as to create a recog-
nizable subsurface layer extending
throughout the Atlantic, Antarctic,
Indian, and Pacific oceans. In this
case, the power to drive this thermo-
haline engine comes from heat ex-
change with the atmosphere.

Warming of the surface waters in
low latitudes and cooling in high lati-
tudes creates easily recognizable ef-
fects on the circulation of the ocean.
The effect of this exchange on the
atmosphere is equally important, not
just locally —in that the coast of
Norway remains ice-free — but also
in the larger sense of general effects
on the world atmospheric climate.
The budget of this heat exchange and
the details of its various expenditures
must be learned if the earth’s climate
is to be understood. Seasonal and
nonseasonal variations of the heat
exchange, and their causes and ef-
fects, must be studied.

The Gulf Stream is both a cause
and an effect of this exchange. It
would exist in any case as a conse-
quence of the wind-driven circulation
in the trade-wind and westerlies areas,
as do, in a weaker form, its South
Atlantic, North Pacific, and South
Pacific counterparts. (The heat and
water sink of the far North Atlantic
requires a vaster flow in the Gulf
Stream than in the other western
boundary currents.) But variations in
the strength of the Gulf Stream may
be either causes or consequences of
variations in heat exchange in the
Norwegian Sea. Although the effects
of these variations may be severely
damped by the time the waters enter
the immense reservoir of the abyssal
ocean, there is no certainty that their
effects on the far reaches of the ocean
are negligible.

Some of the most interesting varia-
tions yet observed in the ocean are
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in the North Pacific, where bodies of
surface water thousands of miles in
diameter remain warmer or colder
than their seasonal means for periods
ranging from three months to over a
year. Such features seem to be char-
acteristic of the North Pacific. Thus,
a typical map of surface temperature
is not one that is very near the norm
everywhere, with many small highs
and lows; instead, the whole North
Pacific may consist of three to five
large areas of deviant temperature.
Such features have been noted only
in the past fifteen years. They are
beginning to receive the attention of
meteorologists, as well as oceanogra-
phers, since their consequences for
the atmospheric climate cannot be
discounted in attempting to under-
stand and predict the world’s weather.

Prediction — Qur present under-
standing of the ocean is barely suffi-
cient to account for the major cir-
culations in a general way. Some
preliminary attempts are now being
made to predict specific features of
ocean behavior, most of them being
based on the persistence of deviations
from the mean. That is, if an area
shows an abnormally high surface
temperature in one month, this anom-
aly is apt to endure or persist for
several months more and to diminish
to the norm slowly. Strictly speaking,
this is not prediction but merely the
extrapolation of a present feature.
More ambitious predictions are being
contemplated, but they are still in
very early stages.

Advances in Instrumentation

Devices to measure ocean currents
have improved greatly over the past
ten years. They have been used to
monitor changes in position of the
Gulf Stream, to measure its deep
flow, and to investigate some of the
principal inferences about deep cir-
culation in the Pacific and Atlantic
oceans. Considerable improvement
has also been achieved in instruments
for measuring water characteristics.

Moored buoys of various kinds
have been developed for deep-water
use within the past decade. They are
used for monitoring certain character-
istics of the ocean and atmosphere,
including wind, air, and sea tempera-
ture, subsurface temperature, waves,
and, possibly, water velocity. These
measurements can either be recorded
and recovered by vessels or trans-
mitted immediately by radio to ap-
propriate shore bases.

The future may see interrogation
and retransmission of signals by satel-
lite. The advantages of such monitor-
ing stations would include relatively
inexpensive operation (compared to
weather ships) and the ability to
gather data from regions that are out-
side normal shipping lanes but may
be extremely pertinent to ocean and
weather studies.

Deficiencies in the Data Base

The data base for study of the
ocean consists of measurements of
water characteristics in various loca-
tions and depths at different times
and measurements of currents, waves,
tides, and ocean depths. In some
areas and some seasons, this data
base is adequate for a long-term mean
to be established; it is not continuous
enough in time, however, to allow for
adequate study of variations from the
long-term mean. In other areas and
seasons, the data base barely exists.
High-latitude areas in winter have
hardly been explored. QOur knowl-
edge of the deep arctic is extremely
limited. Some few winter data are
available from the antarctic region.
The deeper parts of the ocean may be
better represented in the present data
base than the surface parts, since the
deeper parts show less time-variation
than the upper layers.

Other parts of the data base in-
volved in investigating ocean circu-
lation include atmospheric-pressure
observations and wind measurements,
air temperature and the like. These,



too, are limited both in time and
space. Major shipping lanes are fairly
well measured in many seasons.
Among the more systematically meas-
ured areas are the North Sea, the
California Current system, and the
Kuroshio Current. But data from the
areas that ships avoid, either because
of bad weather conditions or because
they do not represent profitable ship
routes, are generally sparse. Not only
is the arctic poorly represented even
with atmospheric information, but
also the South Pacific and large parts
of the South Atlantic. Very few areas
in the world are represented by a
data base sufficient to allow for sea-
sonal and nonseasonal variations.
Numerical models of the ocean are
also still in an early stage of develop-
ment.

What is Needed

A proper understanding of air-sea
interchange and of deep flow are
among the most urgent tasks of oce-
anic circulation research. We need to
determine which data are critical, ob-
tain them, and use them in mathe-
matical modeling of the ocean. Topics
of practical importance to man, re-
quiring urgent study, include fisheries
production in the world ocean; this is
related to ocean circulation, since the
latter controls the availability of plant
nutrients.

Better understanding of the Arctic
Ocean is crucial to proper evaluation
of its possibilities as a commercial
route for surface vessels or subma-

Nonspecialists tend to think of
ocean circulation systems as being
primarily a matter of geographical
exploration. We are not going to dis-
cover many new undercurrents, how-
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rines. Better knowledge of the deep
circulation and the rates of exchange
of ocean water — both from the sur-
face to the bottom and from the
deeper parts of one ocean to the
deeper parts of another — is particu-
larly important in the light of new
concerns over contamination and pol-
lution. While the ocean can act as a
reservoir to absorb, contain, and re-
duce much of the effluent now being
produced, it is not of infinite capacity
nor can it contain materials indefi-
nitely without bringing them back
onto the surface.

Time-Scale — It is not possible to
lay out a time-scale for many of the
things that must be investigated. For
the problem of describing the mean
ocean, another ten or fifteen years
might be sufficient. In that period of
time, it would be feasible to collect
the additional data needed without
substantially expanding the facilities.
In order to accomplish this, however,
the various institutions capable of
carrying out the requisite measure-
ments would have to devote a greater
part of their time to this subject —
and this may not be desirable.

Developing a data base to study
the time-variable ocean is a different
sort of problem. Since our under-
standing of the nature of time-varia-
tions is still in a primitive stage, we
must first learn how to observe the
phenomena and then begin a system-
atic series of observations in the ap-
propriate places. Progress has been
made in learning how to do this from
buoy deployments in the Pacific and

On Predicting Ocean Circulation

ever. Nor will simple-minded "“moni-
toring” of ocean currents teach us
much. Twenty years of looking for
—and not finding — relations be-
tween changes in patterns of applied

Atlantic oceans. These are prelimi-
nary, however, and must be greatly
augmented before we can really un-
derstand even the scale, much less
the nature, of the anomalies being
observed. Understanding of this kind
usually advances step by step from
one plateau to another, but the steps
are highly irregular both as to height
and duration, and a feasible time-
scale cannot be estimated.

Necessary Activity — On the one
hand, the scale of the problems dis-
cussed here suggests large-scale,
large-area, heavily instrumented re-
search carried out by teams of in-
vestigators. On the other, the history
of ocean circulation research has
shown that some of the greatest con-
tributions were made by individuals
— e.g., Ekman transport, Stommel’s
westward intensification, Sverdrup
transport. A balance is required be-
tween large-scale programs compa-
rable to the space program and indi-
vidual small-scale projects.

One of the first needs is to train
people able to work on problems of
both the ocean and the atmosphere.
The two fields have been far too sepa-
rated in most cases. People trained
in mathematics and physics are avail-
able, but the average student finds it
difficult to acquire a working back-
ground in both the oceanic and at-
mospheric environment; indeed, many
people trained in physics and mathe-
matics have limited backgrounds in
either environment, relying on theory
without adequate knowledge of the
structure of the two systems.

wind stress and the total transports
of currents like the Gulf Stream
where it passes through the Florida
Straits warn us that the chain of
cause and effect in the ocean is rather
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complicated and that the primary
problem is to make more profound
our understanding of the ocean as a
hydrodynamical phenomenon.

What We Know — and Don’t Know

It has been pointed out that there
has been a really effective growth of
understanding of ocean surface waves
only in the last decade. And ocean
surface waves are probably the most
easily observable and dynamically
linear of ocean phenomena. Internal
waves and oceanic turbulence are not
so easily observable, and treatments
of these phenomena are a thin tissue
of preliminary theory largely unsup-
ported by observation. Studies limited
to rather high-frequency phenomena
actually represent the kind most
nearly duplicable in the laboratory.

There is a small body of theory
concerning oceanic circulation, but it
deals only with the climatological
mean circulation. The role of medium-
scale eddy processes in ocean circula-
tion is completely unknown, although
current measurements indicate that
they can be very important — as, for
example, they are in the general circu-
lation of the atmosphere. A two-
pronged development of mathematical
modeling and fairly elaborate field in-
vestigation is going to be necessary to
develop much further our under-
standing of the hydrodynamical in-
teraction of these eddies and the
mean circulation. (A working group
of the Scientific Committee on Ocean
Research of the International Coun-
cil of Scientific Unions recommended
a “Mid-Ocean Dynamics Experiment”’
(MODE).) Considering the three-
dimensional detail of velocity struc-
ture and its development in time that
such a measurement program will
entail, it seems clear that a major
input from the engineering commu-
nity will be needed.)

Technological Limitations

Oceanography is not presently
competent technologically to tackle
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the tasks of measurement that are
necessary in trying to unravel the
dynamical features of large-scale mo-
tions. The difficulty is simply that one
needs to map variables like velocity
rather densely in large volumes (per-
haps 2 miles deep and 300 miles on a
horizontal side) for rather long pe-
riods (perhaps a year) with sufficient
accuracy that reliable statistics can be
calculated for complicated functions
like triple correlation products. Many
different modes of motion are occur-
ring simultaneously, and we need to
be able to separate one mode from
another in order to compute interac-
tions. Therefore, a great variety of
arrays of sensors need to be arranged
in different configurations and on
different scales for gathering the kind
of data required from the ocean.
Some test portions of the ocean will
need to be heavily instrumented in a
manner more sophisticated than pres-
ent small-scale observational opera-
tions can achieve. It is safe to say
that solutions of problems of internal
waves, the general circulation and
eddy processes, and such important
local processes as coastal upwelling
are simply going to have to wait until
major new instrumental arrays be-
come available.

There is a limit beyond which in-
ferior technique cannot go. It needs
to be made very clear what a helpless
feeling it is to be on a slow-moving
ship, with a few traditional measuring
techniques like water bottles and
pingers on hand, trying to keep track
of a variable phenomenon like an
eddy that won’t hold its shape. A
faint idea of the elusiveness of the
phenomenon can be conveyed to any-
one who has tried to pick up mercury
with his fingers or who has watched
a teacher trying to keep track of her
pupils on an outing to a public park.
But the ocean environment is so much
larger, so much harder to see, that we
don’t bring many of “our children”
home. Measurement in large-scale
ocean physics illustrates this limit
very well. Further theoretical devel-
opment is simply going to have to
wait upon adequate measurement

technique. The theoretical difficulties
are not serious; mathematical model-
ing can be worked by machine once
sufficient insight has been gained as
to what is actually going on in the
ocean.

The Need for Mathematical Models

Some advances in climate control,
pollution evaluation, and numerical
weather forecasting might be achieved
simply by extending present land-
based meteorological networks into
the ocean by means of buoys. Per-
haps a superficial knowledge of tem-
perature on a coarse grid in the upper
100 meters of the ocean will be useful
to meteorologists. But this will not
provide the basis for a quantitative,
rational, ocean-prediction system.

In order to be able to predict the
mechanism of the ocean it is neces-
sary to have numerical-mathematical
models that have been verified by
comparison with actually observed
case histories of oceanic motion. Be-
cause there are several modes of such
motion, these experiments or com-
parisons have to be made on several
different scales. But to date they have
not been made. They are beyond our
technical means.

Actually, it is too early to try to
design an oceanic monitoring system;
some experimental measuring systems
are needed first — aimed squarely at
providing input for mathematical
numerical modeling of the basic hy-
drodynamical processes at work. Suc-
cessfully tested models could evolve
into successful prediction schemes.
If sufficient resources were mus-
tered to start a good crew of instru-
ment engineers on a sample program
of measurement, sufficient progress
might be made in carrying out one
sample comparison of theory and
observation to catalyze progress on
the other necessary experiments. One
has the feeling that the science is
locked in a dead-center position, and
that a mighty shove is going to be
needed to get it rolling.
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Hydrodynamic Modeling of Ocean Systems

Waves and currents in the ocean
can be organized into many different
categories depending on horizontal
dimension and the time-scale of vari-
ability. Some of these categories are
strongly interconnected, others al-
most independent. In Figure IV-2 an
attempt is made at classification, along
with an indication of the principal
ways in which each phenomenon has
an impact on human activities. (The
emphasis in this outline is on ocean-
circulation phenomena; surface waves,
tides, and storm tides are treated only
briefly, although they are admittedly
important subjects from the stand-
point of practical disaster-warning
systems.)

Present Status

Wind Waves and Tidal Waves —
The numerical models presently used
to predict surface waves are essentially
refinements of earlier operational

models developed by the U.S. Navy;
they have proved valuable to ship-
ping. New computer models, how-
ever, allow a much more detailed in-
corporation of the latest experimental
and theoretical advances in the study
of wave generation. Furthermore, or-
biting satellites may soon be able to
provide a good synoptic picture of the
surface sea state all over the globe.
Given an accurate weather forecast,
computer models would then be able
to predict future sea states. Indeed,
it may turn out that the ultimate limi-
tation to wave forecasting will involve
the accuracy of the weather forecast
rather than the wave-prediction
model itself.

Operational models for predicting
tidal waves (tsunamis) have been de-
veloped for the Pacific, where the
danger of earthquakes is greatest. As
soon as the epicenter of an earth-
quake is located by seismographs, the
model can predict the time a tidal

wave will arrive. Such warning sys-
tems are being developed by the
National Oceanic and Atmospheric
Administration (NOAA) and the
Japanese Meteorological Agency.

Storm Surges and Tides — Most of
the research in developing numerical
models to predict storm tides has
been carried out in Europe, in con-
nection with flooding in the North
Sea area. In the United States, storm
surges caused by hurricanes ap-
proaching the Guif Coast have gener-
ated the most interest. The results of
these model studies appear promising.
Graphs and charts based on the
model calculations may be used by
Weather Service forecasters in mak-
ing flood warnings. The models will
also be useful in the engineering de-
sign of harbor flood-walls and levees.
In time, computer models will prob-
ably replace the expensive and cum-
bersome laboratory models of harbors
now used by coastal engineers.

Figure IV-2 — CLASSIFICATION OF WAVES AND CURRENTS
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The chart classifies waves and circulations as functions of time and distance.
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Ocean Circulation — Over the past
decade, three-dimensional numerical
models for calculating ocean circula-
tion have been developed by the So-
viet Hydrometeorological Service and
NOAA. The methods used are sim-
ilar to those of numerical weather
forecasting. Given the flux of heat,
water, and momentum at the upper
surface, the model predicts the re-
sponse of the currents at deeper
levels. The currents at deeper levels
in turn change the configuration of
temperature and salinity in the model
ocean.

Although active work in develop-
ing these models is being conducted
at several universities, the only pub-
lished U.S. calculations are based
on the "“box” model developed at
NOAA'’s Geophysical Fluid Dynamics
Laboratory. This model allows the
inclusion of up to 20 levels in the
vertical direction and a detailed treat-
ment of the bottom and shore con-
figuration of actual ocean basins.

Cox’s calculation of the circulation
of the Indian Ocean is perhaps the
most detailed application yet at-
tempted with the NOAA “box”
model. Using climatic data, it was
possible to specify the observed dis-
tribution of wind, temperature, and
salinity at the surface as a function of
season. The model was then able to
make an accurate prediction of the
spectacular changes in currents and
upwelling in response to the changing
monsoons that were measured along
the African coast during the Indian
Ocean Expedition of the early 1960’s.

Application of the Model to Prac-
tical Problems — The numerical mod-
els designed for studying large-scale
ocean circulation problems can be
modified to study more local circula-
tion in near-shore areas or inland
seas such as the Great Lakes. Thus,
numerical models may be useful for
the many problems in oceanography
in which steady currents play a role.
A partial list includes: (a) long-range
weather forecasting; (b) fisheries fore-
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casting; (c) pollution on a global or
local scale; and (d) transportation in
the polar ice-pack.

Needed Advances

The Data Base — Standard oceano-
graphic and geochemical data provide
a fairly adequate base for modeling
the time-averaged, mean state of the
ocean. The data base for modeling
the time-variability of the ocean is
extremely limited, however. Infor-
mation on large-scale changes in
ocean circulation as well as the small-
scale variability associated with mix-
ing in the ocean have not been gath-
ered in any comprehensive way.

Future progress in ocean modeling
will depend on more detailed field
studies of ocean variability. Such
studies will establish the data base
for the formulation of mixing by
small-scale motions which must be
included in the circulation model.
Information on large-scale variability
will provide a means for verifying the
predictions of the models.

Technical Requirements — The
most promising approach appears to
be the different arrays of automated
buoys that have been proposed as
part of the International Decade of
Ocean Exploration (IDOE) program.
Coarse arrays covering entire ocean
basins, as well as detailed arrays for
limited areas, will be required.

Another technical requirement for
ocean modeling is common to a great
many other scientific activities: the
steady development of speed in elec-
tronic computers and the steady de-
crease in unit cost of calculations.

Manpower Training — Numerical
models of currents have now reached
a point where they can be of great
value in the planning of observational
studies and the analysis of data col-
lected at sea. The models can be used
in diagnostic as well as predictive
modes. This is particularly true of

the buoy networks proposed as part
of the IDOE. In order to do this,
however, more oceanographers will
need to be trained to use the numeri-
cal models and to carry out the com-
putations. This action will have to
be taken quickly if numerical models
are to have much signficance in IDOE
programs.

Application of Ocean Modeling
in Human Affairs

As pointed out by Revelle and
others, a large fraction of the added
carbon dioxide (CO:) generated by
the burning of fossil fuels is taken
up by the oceans. However, few
details are known concerning the
ocean’s buffering effect and how long
it will continue to be effective. The
ability of the ocean to take up CO:
depends very much on how rapidly
surface waters are mixed with deeper
water. More detailed studies of geo-
chemical evidence and numerical
modeling are essential to get an un-
derstanding of this process. A start
in numerical modeling of tracer dis-
tributions in the ocean has been
made by Veronis and Kuo at Yale
University and Holland at the NOAA
Geophysical Fluid Dynamics Labora-
tory.

Another urgent task is to make an
assessment of the effect of CO: and
particulate matter in the atmosphere
on climate. Present climatic knowl-
edge does not allow reliable quan-
titative predictions of the “green-
house effect” due to CO: or the
screening out of direct radiation by
particulate matter. Published esti-
mates have been based on highly
simplified models that treat only the
radiational aspects of climate. But
no climate calculation is complete
without taking into account the cir-
culation of both the atmosphere and
the ocean. Some preliminary climatic
calculations have been carried out
with combined numerical models of
the ocean and atmosphere. But
greater effort is required to develop



more refined ocean models if these
climatic calculations are to be reliable
enough to be the basis for public
policy decisions on pollution control.

Time-Scale of Significant Ad-
vances — Since published papers on
three-dimensional ocean circulation
models have only recently begun to

OCEANIC CIRCULATION AND

appear, rapid development should
continue for at least another five
years along present lines. In that
time, ocean models should have
reached about the same level of
development as the most advanced
atmospheric numerical models today.
Within five years, at least the feasi-
bility of application of numerical

OCEAN-ATMOSPHERE INTERACTIONS

modeling to small- and large-scale
pollution studies, long-range weather
forecasting, and hydrographic data
analysis should be well established.
Another five years will probably be
required to work out standard pro-
cedures for using numerical ocean
circulation models in these applica-
tions.

Effects of Antarctic Water on Oceanic Circulation

Except for a relatively thin (slightly
less than one kilometer) warm surface
layer in the tropics and subtropics,
the ocean is basically cold and fairly
high in dissolved oxygen content.
Ninety percent of the ocean is colder
than 8° centigrade, with an oxygen
content generally from 50 to 90 per-
cent of the saturation level. This
warm surface layer, because of its
high stability, acts as an impervious
cap over the cold abyssal water,
blocking renewal (by the usual tur-
bulent transfer methods) of the oxy-
gen that has been consumed by
various biological processes.

Why, therefore, is the bulk of the
ocean so cold and highly oxygenated?
In studying the relationship of tem-
perature to salinity in the cold abyssal
waters of the world ocean, one is
struck by its similarity to that found
in antarctic waters. This suggests
that the oceanographic processes oc-
curring in antarctic waters influence,
in a direct way, the physical and
chemical properties of much of the
ocean’s abyssal water. One may
think of the antarctic region as a
zone in which the abyssal waters can
“breathe,” renew their oxygen sup-
ply, and release to the atmosphere the
heat received at more northern lati-
tudes.

The Antarctic Water Masses

The basic circulation pattern along
a north-south plane in antarctic wa-
ters is shown in Figure IV-3. The

warm and low-oxygen-content cir-
cumpolar deep water (CDW) slowly
flows southward and upward. Even-
tually, it reaches the near-surface
layers at the wind-produced Antarc-
tic Divergence. Here, the intense
thermohaline alteration resulting from
the sea-air interaction converts the
CDW into “antarctic surface water”
(AASW), which is cold (near freez-
ing, —1.6° to —1.9° centigrade)
and relatively fresh. Some of the
CDW is converted by more intense
thermohaline alterations due to ice
formation into a fairly dense con-
tinental shelf water. At certain times,

this shelf water drops to the sea floor
where, on mixing with additional
CDW, it forms the ""antarctic bottom
water”” (AABW); neither the times
nor the exact locations of the vertical
motion are adequately known. The
AABW has worldwide influence. It
reaches far into the northern hemi-
sphere in the western Atlantic and
Pacific oceans.

Though we do not know how the
shelf water is produced, three meth-
ods appear to be likely: (a) sea-ice
formation; (b) freezing, melting, or
a combination of these at the floating

Figure IV-3 — ANTARCTIC WATERS AND THEIR CIRCULATION
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and interaction of the several water
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base of the extensive ice shelves of
Antarctica; (c) rapid cooling and evap-
oration resulting from the outbreaks
of cold, dry antarctic air masses.
Recently, a fourth method was pro-
posed which is based purely on
molecular exchange of heat and salt
between a warm salty lower layer
and a cold fresh upper layer. Which
of these methods is the dominant one
is not known. Method (a) has gen-
erally been considered the key
method; however, recent studies
show that method (b) may be most
important. It is probable that all
the methods are active to a varying
degree, depending on the location,
and a variety of AABW types are
formed.

The AASW flows slowly north-
ward (see Figure IV-3); on meeting
the less dense sub-antarctic water
(near 55° S.), it sinks, contributing
to the “antarctic intermediate water”
(AAIW). The cold, relatively fresh
AAIW flows northward at depths of
nearly one kilometer. It reaches the
equator in the Indian and Pacific
oceans and up to 20° N. in the
Atlantic Ocean.

The zone where the AAIW forms
is called the “polar front zone,” or
Antarctic Convergence. The proc-
esses occurring within the zone are
not understood; even the concept of
a “convergence” process is question-
able. The structure and position of
the polar front zore varies with time.
How, and in what frequency, and
how it influences the AAIW forma-
tion are not known at all. The polar
front zone should be subjected to
much study in the coming years.
It is of major importance to the
overturning process of ocean waters
and to climatic characteristics of the

Tropical air-sea rhythms are best
seen in the time-series of air and
sea temperature at Canton Island,
an equatorial island in the Pacific
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southern hemisphere and perhaps the
world. The only way to study this
feature effectively is by multi-ship
expeditions and/or time-series meas-
urements from numerous anchored
arrays of instruments.

Exchange of Water Masses — From
salt studies, the general rate of me-
ridional exchange has been deter-
mined. The CDW southward trans-
port is 77 million cubic meters per
second, of which only 15 million cubic
meters per second have been derived
from the sub-arctic regions (mainly
from the North Atlantic). The rest is
the return flow from the two north-
ward antarctic components (AAIW
and AABW). The CDW also brings
heat into the antarctic region. It is
calculated that 14 to 19 kilogram
calories per cm® per year are released
into the atmosphere by the ocean.
This has a great effect in warming
the antarctic air masses and, hence,
in modifying the influence of Antarc-
tica on world climate.

The exchange of CDW for AAIW
and AABW has the important result
of taking out the warm, low-oxygen-
ated water and replacing it with cold,
high-oxygen-content water. Were it
not for this, the abyssal waters would
warm considerably by geothermal
heating and downward flux of heat
across the thermocline. They would
also become devoid of oxygen by
organic decomposition.

Need for More Information

Though the gross features of the
circulation pattern can be found, we
do not know enough detail about
the process of conversion of CDW
into the antarctic water masses. In
what regions does this conversion

Tropical Air-Sea Rhythms

(2°48’S. 171°43'W.); this is the only
locality where temperature observa-
tions have been maintained uninter-
ruptedly over a long period, 1950

take place? Is it seasonal or does it
vary with another frequency? By
what methods is the CDW converted
into antarctic water masses?

To accomplish these tasks, long
time-series measurements of currents,
temperature, and salinity are needed
along the continental margins of Ant-
arctica and within the polar front
zone. Multi-ship expeditions and
satellite observations would also be
useful in studying time-variations of
the water structure. Geochemical
studies of the isotopic makeup of the
ice and sea water are necessary to
yield information as to “'residence’”
times within water masses and in-
sight into methods of bottom-water
production.

The antarctic waters are also of
importance in that they connect each
of the major oceans via a circum-
polar conduit. The rate of the cir-
cumpolar flow is not known, though
recent studies indicate a volume
transport of well over 200 million
cubic meters per second, making it
the largest current system in the
world ocean. A program of direct
current observations is needed to
study the circumpolar current. Satel-
lite surveillance of drogues will be
a useful method to study the current
systems.

In short, scientists need to know
in more detail the methods, rates,
and location of the formation of the
antarctic water masses. They can
accomplish this task by hydrographic
and geochemical observations in cir-
cumpolar waters using modern tech-
niques. In addition, detailed time-
series observations would be needed
at particular points such as the Wed-
dell Sea, Ross Sea, the Amery Ice
Shelf, and other appropriate regions.

through 1967. However, there is now
no way of continuing this important
time-series because the Canton Island
observatory, with its modern equip-



ment for aerological data-gathering,
was abandoned in September 1967
for economy reasons.

Air-sea data from near-equatorial
islands has great importance because
the sea temperature in such localities
is subject to fluctuations of much
greater amplitude than in the ad-
jacent trade-wind belts of either
hemisphere. As a consequence, the
heat supplied from the ocean to the
atmosphere near the equator becomes
the most variable part of the total
tropical ocean-to-atmosphere heat
flux, which in turn is the major con-
trol of the global atmospheric circu-
lation. It is, therefore, logical to
expect that ocean temperature fluc-
tuations near the equator will influ-
ence atmospheric climate outside of
tropical latitudes. This action by re-
mote control through the global at-
mospheric circulation is here referred
to as ""teleconnections.”

According to preliminary findings,
the teleconnections from the Pacific
equatorial air-sea rhythms are major
factors — perhaps, in many cases,
the dominant factor —in creating
rhythms of climatic anomalies any-
where on the globe. Hence, these
teleconnections must be understood
before climatic anomalies can be
predicted successfully.

General Characteristics

The following facts stand out from
the Canton Island record. (See Figure
IV-4)

1. Sea temperatures vary over a
greater range than air tem-
peratures.

2. In periods of cold ocean the
air is warmer than the sea,
whereas in periods of warm
ocean the air is colder than the
sea.

3. Heavy monthly rainfall occurs
only during periods of warm
ocean.

It is known from atmospheric ther-
modynamics that the heating of the
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atmosphere over a tropical ocean
takes place mainly through the heat
of condensation within precipitating
cloud. Hence, the rainfall record is

also a record of the major year-to-
year variations of the atmospheric
heat supply from the ocean. Those
variations showed rhythms of about

Figure 1V-4 — CANTON ISLAND DATA
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two years’ periodicity, especially dur-
ing the 1960’s; at other times the
rhythms were less regular.

The mechanism of the equatorial
air-sea rhythms is illustrated in Fig-
ure IV-5, which shows that a six-
month, smoothed time-series of
atmospheric pressure in Djakarta,
Indonesia (6°S. 107°E.), exhibits the
same long-period trends as the sea-
surface temperatures measured at
Canton Island and by ships crossing
the equator at 165°W. When the
barometric pressure in Djakarta is
lower than normal, the equatorial
easterlies heading for the Indonesian
low become stronger than normal;
this automatically intensifies the
Pacific equatorial upwelling and cools
the sea surface. The parallelism of
the time-series of Djakarta pressure
and Canton Island sea temperature
is thereby assured.

If wind profiles are observed along
the equator at two opposite phases
of the air-sea rhythm, as exemplified
by November 1964, with its cool
ocean and aridity, and November
1965, with its warm ocean and abun-
dant rainfall at Canton Island, it is

found that in November 1964 the
equatorial easterlies swept uninter-
ruptedly from South America past
Canton Island toward a deeper-than-
normal Indonesian low, whereas in
November 1965 they stopped short
of reaching Canton Island. The equa-
torial upwelling — a by-product of
the equatorial easterlies — extended
almost to Indonesia in November
1964, while being confined to a much
smaller area east of Canton Island
a year later. Concomitantly, the
equatorial rainfall was confined to the
neighborhood of Indonesia in No-
vember 1964; the following year it
expanded from the west to beyond
Canton Island, while Indonesia suf-
fered serious drought.

The propulsion of the air-sea
rhythms resides in the atmospheric
thermally driven equatorial circula-
tion over the Pacific, which has its
heat source (by condensation) in the
rising branch, and heat sink (by
radiative deficit insufficiently com-
pensated by scarce precipitation) in
its descending branch near South
America. The oceanic counterpart to
this atmospheric circulation is, in
part, the westward surface drift and

Figure IV-5 —WALKER’S “SOUTHERN OSCILLATION"
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the subsurface return flow and, addi-
tionally, the circulation consisting of
an upwelling thrust at the equator
and sinking motion to the north and
south of the equator. These ocean
circulations are wind-driven and in-
trinsically energy-consuming, but they
exert a powerful feedback upon the
atmosphere by slowly varying the
areal extent of warm water at the
equator and thereby varying the ther-
mal input for the global atmospheric
circulation.

In November 1964, when cool up-
welling water occupied almost the
whole Pacific equatorial belt, the at-
mosphere received less heat than in
November 1965, when the upwelling
had shrunk back into a smaller east-
ern area. Consequently, the tropical
atmosphere swelled vertically from
1964 to 1965. This swelling was
most conspicuous over the Pacific
at 160°W. longitude. Moreover, the
swelling of the tropical atmosphere
had spread all around the global
tropical belt between 1964 and 1965,
a global adjustment that is inevitable,
since pressure gradients along the
equator must remain moderate.

North and south of the swelling
atmosphere in the tropical belt, the
gradient of 200-millibar heights in-
creased from November 1964 to
November 1965, which indicated
increasing westerly winds in the
globe-circling subtropical jet streams.
This can best be documented in the
longitude sector from the area of
Pacific equatorial warming eastward
across North America and the At-
lantic to the Mediterranean.

The corresponding change at sea
level could be seen most dramatically
over Europe, where the moving low-
pressure centers abandoned their
normal track by way of Iceland to
Scandinavia and, instead, in Novem-
ber 1965 moved parallel to the
strengthened subtropical jet stream
and invaded central and southern
Europe.

Other associated rearrangements
involved the arctic high-pressure sys-



tem, which in November 1965 was
displaced toward northern Europe
and, consequently, on the Alaskan
side of the pole left room for the
moving low-pressure systems from
the Pacific to penetrate farther north
than normal.

So much for a description of the
air-sea rhythms. Supporting evidence
is available from a few other case
histories. The motivation for con-
tinued research on the equatorial air-
sea rhythms is the desire to develop
skill in forecasting climatic anomalies.

Current Scientific Knowledge

The data base is, unfortunately,
scanty. As mentioned earlier, Canton
Island is the only place where a
continuous record of the near-equa-
torial air-sea interaction was main-
tained; even there, scientific knowl-
edge of the air-sea rhythms, extending
vertically to great heights in the
atmosphere, must be based mainly
on a study of the years from 1950
through 1967.

Oceanographic cruises in the equa-
torial belt have been few and far
between in space and time. The
EASTROPAC Program, a series of
internationally coordinated cruises in
the eastern tropical Pacific and trans-
equatorial cruises in the mid-Pacific,
sponsored by the U.S. National Ma-
rine Fisheries Service (NMFS), Hono-
lulu, has been the best oceanographic
effort to date to explore air-sea in-
teraction in the critical area where
the air-sea rhythms originate. Less
sophisticated, widely scattered ob-
servations are available from com-
mercial ships. Those collected by the
NMFS in Honolulu from commercial
ships that ply the route from Hawaii
to Samoa have provided a time-series
of equatorial sea temperature at
165°W., together with the corre-
sponding sea-temperature series at
Canton Island. The two records agree
rather well as far as the long rhythms
are concerned.
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Organized reporting of sea and
air temperatures from commercial
ships crossing the east and central
part of the Pacific tropical zone is in
good hands with the NMFS in La
Jolla, California; the monthly maps
issued by that institution are at
present the best source of informa-
tion on tropical air-sea rhythms.

The Status of Instrumentation —
An important technical improvement
in the ocean data reported from
commercial ships will come soon.
Selected ships will be equipped with
Expendable Bathy-Thermographs
(XBT) to enable them to monitor the
varying heat storage in the ocean
down to the thermocline.

Anchored buoys can provide the
same information as XBT-equipped
commercial ships and will have the
advantage of delivery data for long
time-series at fixed locations. The
buoys that can be permanently fi-
nanced should preferably be placed
to fill the big gaps between fre-
quented shipping lanes. Also, their
locations should be selected where
ocean temperatures are likely to vary
significantly, for instance along the
equator.

Infrared radiometers on satellites
can be adjusted to record sea tem-
perature in cloud-free areas, but the
accuracy of such measurements can-
not quite compare with careful ship-
or buoy-based observations. The
great contributions of the satellites
to tropical studies are — presently
and in the future — the TV-mapping
of cloud distribution, the temperature
measurements of the top surface of
cloud, and, under favorable condi-
tions, the movement of individual
clouds and cloud clusters.

Fixed installations on tropical is-
lands will continue to be important
for research on ocean-atmosphere in-
teraction. Aerological soundings, in-
cluding upper wind measurements,
are best done from islands; moreover,
fundamental measurements like the
time variations of the topography of

ocean level can only be done with
a network of island-based tide
gauges. The latter job does not call
for very expensive equipment, and
the tide gauges can be serviced as
part-time work by trained islanders;
the aerological work, on the other
hand, calls for a technologically
skilled staff on permanent duty.

Replacements for Canton Island as
an aerological observatory would be
relatively expensive, but yet cheaper
than was Canton, if islands with
stable native population were selected
for observatory sites. The two British
islands of Tarawa (1°21'N. 172°56’E.)
and Christmas (1°59'N. 157°29'W.)
would be ideal choices.

Mathematical Modeling — A crude
modeling of an asymptotically ap-
proached "steady state” of an equa-
torial ocean exposed to the stress of
constant easterly winds has been pro-
duced by Bryan, of the Geophysical
Fluid Dynamics Laboratory, NOAA.
A corresponding, quickly adjusting
atmospheric model of the equatorial
circulation, such as observed over the
Pacific, was described in 1969 by
Manabe, also of the Princeton NOAA
team.

Presumably, the ocean and atmos-
pheric models can soon be joined for
a simulation of the equatorial air-
sea rhythms. Even without mathe-
matical formulation, the rhythm can
be crudely visualized to operate as
follows:

The cooling phase of the rhythm
begins when the equatorial easterlies
of the eastern Pacific start increasing
and thereby start intensifying the
upwelling. This increases the tem-
perature deficit of the eastern end
of the oceanic equatorial belt com-
pared to its western end. The asso-
ciated feedback upon the atmosphere
shows up in an increased east-west
temperature contrast, which produces
an increment of kinetic energy in
the equatorial atmospheric circula-
tion. This, in turn, feeds back into
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increasing upwelling and ocean-cool-
ing over an increasing area.

A corresponding chain reaction can
be visualized for the phase of the
rhythm characterized by decreasing
easterly winds, decreasing upwelling,
and increasing equatorial ocean
warming. Hence, a slow vacillation
between the two extreme phases of
equatorial atmospheric circulation,
rather than a stable steady-state
equatorial circulation, becomes the
most likely pattern.

Simulation experiments are pres-
ently being planned on a global basis,
encompassing both ocean and at-
mosphere; they will bring more pre-
cise reasoning into the explanation
of the equatorial air-sea rhythms
and, hopefully, into the interpretation
of their teleconnections outside the
tropics. Both the Princeton team, un-
der Smagorinsky, and the team at
the University of California, at Los
Angeles, under Mintz and Arakawa,
are progressing toward that goal.
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Requirements for Scientific
Activity

Continued empirical study of the
tropical air-sea rhythms, in past and
in real-time records, should accom-
pany and support modeling efforts of
theoretical teams. The knowledge
gained on tropical air-sea rhythms
and their extratropical teleconnec-
tions so far rests on the study of
only a limited number of case his-
tories. Much more can be learned by
studying the whole sequence of years
1950-67, during which Canton Island
was available as an indicator of the
air-sea thythms. These years include
the International Geophysical Year
period, which happened to exhibit
some extreme climatic anomalies and
also had better-than-normal global
data coverage.

Such investigations are relatively
cheap. The main expense goes into
the plotting and analysis of world
maps of monthly climatic anomalies

in several levels up to the tropopause.
Such a system of climatic anomaly
maps would be the empirical tool for
tracking the mechanism of the tele-
connections. Liaison with EASTRO-
PAC and other post-1950 Pacific
tropical oceanographic research would
become a natural outgrowth of the
"historical” study.

The 1970’s is to be the era of the
International Decade of Ocean Ex-
ploration (IDOE) as well as that
of the Global Atmospheric Research
Program (GARP). The study of trop-
ical air-sea rhythms belongs within
the scope of both of these worldwide
research enterprises and, indeed, will
serve to tie the two together. The
ultimate goal of IDOE-plus-GARP
should be to model the atmosphere
and the world oceans into one com-
prehensive system suitable for elec-
tronic integration. That endeavor
should produce meaningful progress
toward climatic forecasting by the
end of the 1970’s.



2. ATMOSPHERIC CIRCULATION

Modeling the Global Atmospheric Circulation

An understanding of the structure
and variability of the global atmos-
pheric circulation requires a knowl-
edge of:

1. The quality and quantity of
radiation coming from the sun.

2. The atmospheric constituents —
not only the massive ones, but
also such thermodynamically
active components as water va-
por, carbon dioxide, ozone, and
clouds as well as other partic-
ulates. Furthermore, one must
understand the process by
which these constituents react
with the circulations and their
radiative properties —i.e., ab-
sorption, transmission, scatter-
ing, and reflection.

3. The processes by which the
atmosphere interacts with its
lower boundary in the trans-
mission of momentum, heat,
and water substance over land
as well as sea surfaces. The
behavior of the atmosphere
cannot be considered independ-
ent of its lower boundary be-
yond a few days. In turn, the
lower boundary can react sig-
nificantly. Even the surface
layers of the oceans have im-
portant reaction times of less
than a week, while the deeper
ocean comes into play over
longer periods. Hence, the
evolution of the atmospheric
circulation over long periods
requires consideration of a dy-
namical system whose lower
boundary is below the earth’s
surface.

4. The interactions of the large-
scale motions of the atmos-
phere with the variety of

smaller-scale motions normally
present. If these smaller scales
have energy sources of their
own, as is the case in the at-
mosphere, the nature of the
interactions will be consider-
ably complicated.

In principle, mathematical models
embodying precise statements of the
component physical elements and
their interactions provide the means
for numerically simulating the nat-
ural evolution of the large-scale at-
mosphere and its constituents. Suc-
cessful modeling would have potential
applications in a number of areas:
long-range forecasting; determination
of the large-scale, long-term disper-
sion of man-made pollutants; the
interaction of these pollutants in in-
advertently altering climate; the in-
fluence of intentionally tampering
with boundary conditions to arti-
ficially modify the climate equilib-
rium. No doubt there are a variety
of other applications of a simulation
capability to problems that may not
yet be evident.

Current Status

Efforts to model the large-scale
atmosphere and to simulate its be-
havior numerically began more than
twenty years ago. As additional re-
search groups and institutions in the
United States and elsewhere became
involved, steady advances in model
sophistication followed. These came
from refinements in numerical meth-
ods as well as from improved formu-
lations of the component processes.

Today’s multi-level models account
for a variety of interacting influences
and processes: large-scale topographic

variations; thermal differences be-
tween continents and oceans; varia-
tions in roughness characteristics;
radiative transfer as a function of an
arbitrary distribution of radiatively
active constituents; large-scale phase
changes of water substance in the
precipitation process; interactions
with small-scale, convectively un-
stable motions; the thermal conse-
quences of variable water storage in
the soil; and the consequences of
snow-covered surfaces on the heat
balance. More recently, combined
models have taken into account the
mutual interaction of the atmosphere
and ocean, including the formation
and transport of sea-ice.

Although many of these elements
are rather crudely formulated as cogs
in the total model, it has been pos-
sible to simulate with increasing detail
the characteristics of the observed
climate — not only the global wind
system and temperature distribution
from the earth’s surface to the mid-
stratosphere, but also the precipita-
tion regimes and their role in forming
the deserts and major river basins
of the world. Attention is beginning
to be given to the simulation of
climatic response to the annual radia-
tion cycle.

Detailed analyses of such simula-
tions in terms of the flow and trans-
formation of energy from the primary
solar source to the ultimate viscous
sink show encouragingly good agree-
ment with corresponding analyses of
observed atmospheric data. Such
models have also been applied to
observationally specified atmospheric
states in tests of transient predict-
ability. Even within the severe limita-
tions of the models, the data, and the
computational inadequacies, it has
been possible to simulate and verify
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large-scale atmospheric evolutions of
the order of a week. These advances
give promise that, as known deficien-
cies are systematically removed, the
practical level of the large-scale pre-
dictability of the atmosphere can
converge on a theoretical determin-
istic limitation of several weeks.

Models have also been used in
some, more limited applications. For
example, an attempt was made to
simulate the long-term, large-scale
dispersion of inert tracing material,
such as radioactive tungsten, which
had been released at an instantaneous
source in the lower equatorial tropos-
phere. The results were surprisingly
good. Only limited attempts have
been made to apply extant models to
test the sensitivity of climate to small
external influences. The reason is
that one normally seeks to detect
departures from fairly delicately bal-
anced states. It is often beyond the
current level of capability to simulate
an abnormal response that is com-
parable in magnitude to the natural
variability noise level.

Observational Problems

The present large-scale data base
is essentially dictated by the extent
of the operational networks created
by the weather forecast services of
the world. The existing network is
hardly adequate to define the north-
ern-hemisphere extratropical atmos-
phere; it is completely inadequate in
the southern hemisphere and in the
equatorial tropics. For example, there
are only 50 radiosonde stations in
the southern hemisphere in contrast
to approximately 500 in the northern.
The main difficulties arise from the
large expanses of open ocean which,
by conventional methods, impede de-
termination of the large-scale com-
ponents of atmospheric structure
responsible for the major energy
transformations. This critical defi-
ciency in the global observational data
store makes it difficult to define the
variability of the atmosphere in
enough detail to discern systematic
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theoretical deficiencies. Furthermore,
the data are inadequate for the spec-
ification of initial conditions in the
calculation of long-range forecasts.

Recent dramatic advances in in-
frared spectroscopy from satellites
promise significant strides in defining
the state of the extratropical atmo-
sphere virtually independent of loca-
tion. (See Figure IV-6) However, the
motions of the equatorial tropical at-
mosphere lack strong rotational cou-
pling, making the observational prob-
lem there more acute. Independent

wind determinations may be needed
as well as the information supplied by
a Nimbus 3 (SIRS sensor) type satel-
lite. It is not yet known to what ex-
tent balloon-borne instrumentation or
measurements from ocean buoys will
be needed to augment satellite obser-
vations, especially in the lower tropos-
phere. This will depend on just
how strongly the variable character-
istics of the atmosphere are coupled.
A more precise knowledge would per-
mit relaxing observational require-
ments for an adequate definition of
its structure.

Figure IV-6 — SIRS SOUNDING
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(Htustration: Courtesy of the American Meteorological Society )

This figure shows the broad similarities between simultaneous temperature sound-
ings obtained by radiosonde equipment and satellite-borne SIRS (Satellite Infrared
Spectrometer) and IRIS (Infrared Interferometer Spectrometer) systems. The latter
systems, however, are able to provide far broader and more continuous coverage
than conventional equipment. Further work is in progress to overcome the difficul-
ties of the present instruments in predominantly overcast areas.



There is some controversy as to
the inherent deterministic limitations
of the predictability of the atmos-
phere—say, for scales corresponding
to individual extratropical cyclones.
The span of controversy ranges from
about one to several weeks. More-
over, it is not known at all whether
longer-term characteristics of atmos-
pheric variability are determinate.
For example, is it inherently possible
to distinguish the mean conditions
over eastern United States from one
January to another in some deter-
ministic sense? In the equatorial
tropics there is very little insight as
to the spectrum of predictability.

Needs for Future Improvements

Broadly, there are three areas that
require intensive upgrading, the first
two of which are essentially tech-
nological:

Technological Requirements — The
need for establishment of an adequate
global observing system has already
been discussed. In addition, com-
puters two orders of magnitude faster
than those currently available are
needed to permit the positive reduc-
tion of mathematical errors incurred
by inadequate computational resolu-
tion. Faster computers will also per-
mit more exhaustive tests of model
performance over a much larger
range of parameter-space to assess
the sensitivity of simulations to
parameterizations of physical process
elements of the model. Faster com-
puters will also provide an ability
to undertake the broad range of ap-
plications implied by a more sophisti-
cated modeling capability.

Scientific Requirements — The sci-
entific requirements stem from the
necessity of refining the formulation
of process elements in the models.
To cite a few: boundary-layer inter-
actions — to determine the depend-

ence of the heat, momentum, and
water-vapor exchange within the
lower kilometer of the atmosphere
as a function of the large-scale struc-
tural characteristics; internal turbu-
lence — to determine the structure
and mechanisms responsible for in-
termittent turbulence in the "’free”
atmosphere, which is apparently re-
sponsible for the removal of signifi-
cant amounts of energy from the
large scale and may also play a role
in the diffusion of heat, momentum,
and water vapor; and convection —
to determine how cumulus overturn-
ing gives rise to the deep vertical
transport of heat, water vapor, and,
possibly, momentum.

We still do not know the con-
sequences of particulates, man-made
or natural, either directly on the
radiative balance or ultimately on
the dynamics.

In the tropics, we have yet to com-
pletely understand the instability
mechanisms responsible for the for-
mation of weak disturbances or the
nature of an apparent second level
of instability which transforms some
of these disturbances into intense
vortices, manifested as hurricanes
and typhoons. Without an under-
standing of the intricacies of the
tropics, it is impossible to deal com-
prehensively or coherently with the
global circulation, particularly with
the interactions of the circulation of
one atmosphere with that of the
other.

Most of these critical scientific
areas of uncertainty require intensive
phenomenological or regional obser-
vational studies. These will provide
the basic data as foundations for a
better theoretical understanding.

Any one of the general scientific
and technological categories listed
above may at any one time provide
the weakest link in the complex
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required to advance a modeling and
simulation capability.  Obviously,
then, they must be upgraded at com-
patible rates.

Prospects

A comprehensive look at the status,
needs, and implications of an under-
standing and simulation capability of
the global circulation is embodied in
the Global Atmospheric Research
Program (GARP), which was estab-
lished several years ago as an inter-
national venture under the joint
auspices of the World Meteorological
Organization and the International
Council of Scientific Unions. In the
United States, GARP is overseen by
a National Academy of Sciences
committee that has produced a plan-
ning document for U.S. national par-
ticipation. Almost all the problem
areas discussed above have come to
the attention of the U.S. Committee
for GARP. The international time-
scale for major field experiments ex-
tends into the late 1970’s. Concomi-
tantly, national and international
research programs to support and
derive results from the field programs
will be established. The time-scales
governing GARP planning imply that
one can expect the necessary elements
to be systematically undertaken over
about a ten-year period. The first
GARP tropical experiment will take
place in 1974 in the eastern equatorial
Atlantic and the first GARP global
data-gathering experiment is sched-
uled for 1976 or later. GARP is the
research part of the World Weather
Program (WWP). The other part of
the WWP is the World Weather
Watch (WWW), whose objective is
to bring the global atmosphere under
surveillance and provide for the
rapid collection and exchange of
weather data as well as the dissemi-
nation of weather products from cen-
tralized processing centers. GARP
will rely heavily on data obtained
from the WWW. (See Figure IV-7)
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FIGURE IV-7 — AVAILABILITY OF UPPER AIR DATA
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The map shows the current and Planned global radiosonde network. The current
network is adequate only over Europe, central Asia, and the United States. The
planned additions will add greatly to our knowledge of the southern hemisphere; they
are part of the first phase of the World Weather Watch.




3. WEATHER FORECASTING

Short-, Medium-, and Long-Term Forecasting

The effects of weather on human
activities and the importance of ac-
curate weather predictions and timely
weather warnings for human safety
and comfort hardly need stating. The
farmer, the seafarer, the aviator, the
man on the street all share a com-
mon concern for the weather. Hurri-
canes, tornadoes, floods, heavy snows,
and other severe weather phenomena
take a heavy toll of lives and cause
billions of dollars loss in damage and
disruption each year. The cost would
be even greater were it not for
weather warnings and forecasts.

As the science of weather predic-
tion grows, it touches an ever wider
range of human problems. Today
there is much concern about air pol-
lution and the possible effects of pol-
lutants on weather and climate. The
mathematical models used in numeri-
cal weather prediction provide the
best known means of determining
how pollutants are spread over large
distances and how they might affect
weather patterns. Furthermore, math-
ematical modeling has reached the
stage where interactions of the at-
mosphere with the ocean can be
taken into account. This development
opens up the possibility of predicting
changes in the physical state of the
upper layers of the ocean, which
might prove useful to the fishing in-
dustry and other marine activities.

Although of great economic value,
present-day forecasts fall well short
of perfection. Even modest improve-
ments in accuracy would result in
substantial additional benefits. With
the new tools now available, espe-
cially the meteorological satellite, op-
portunities exist for increasing the
accuracy of forecasts at all ranges —
short, medium, and long.

The Nature of Weather Prediction

It is customary, and for some pur-
poses useful, to divide the subject of
weather prediction into three cate-
gories: short, medium, and long
term. These categories are generally
understood to refer to time ranges of
0-24 hours, 1-5 days, and beyond
5 days (e.g., monthly and seasonal
forecasts), respectively. While it is
often convenient to discuss the fore-
cast problem under these headings,
it is important to realize that they
do not necessarily represent logical
divisions of the subject in terms of
methodology employed, concepts in-
volved, or phenomena treated.

Weather prediction, as presently
practiced, is actually a highly com-
plex subject. It deals with such
diverse phenomena as thunderstorms,
tornadoes, hurricanes, and cyclonic
storms, and with a wide variety of
weather elements — wind, tempera-
ture, and precipitation, to name a few
of the more important. Moreover, it
involves the use of an assortment of
techniques, some based on human
judgment, others founded on physical
law and numerical computation.
Weather forecasting is still a mixture
of art and science, but a mixture in
which the scientific ingredient is be-
coming increasingly dominant as fun-
damental understanding of the at-
mosphere grows and more and more
application is found for numerical
methods.

In the following sections we will
review the principal elements in-
volved in prediction at different
ranges, dividing the subject according
to the pertinent phenomena. Figure
IV-8 shows the geographical range,
both latitudinally and in height, of
data needed for forecasting. To aid

in the discussion, it is desirable first
to summarize briefly the methods
employed in weather prediction.

Prediction Methods

Numerical Weather Prediction —
This is the term applied to forecast
methods in which high-speed digital
computers are used to solve the
physical equations governing atmos-
pheric motions. In order to compute
the future state of the atmosphere
accurately, the initial or present state
must be specified by observation.
Numerical methods are most success-
fully applied in predicting the be-
havior of the synoptic-scale disturb-
ances (cyclones, anticyclones, jet
streams) of middle and high latitudes.

Extrapolation — In  this method,
successive positions of the feature
being forecast, for instance a low-
pressure center, are mapped, and the
future position is estimated by con-
tinuing past displacements or trends.
Since the advent of numerical weather
prediction, this method has fallen into
disuse in predicting motions of syn-
optic systems, but it is still useful in
other connections, for example, in
predicting movements of individual
thunderstorms seen on a radarscope.

Steering — In the steering method,
a smaller-scale weather system or
feature is assumed to move with the
direction and speed of a larger-scale
current in which it is embedded.
Thus, a hurricane may be displaced
according to the broad-scale trade-
wind current in its vicinity. The ac-
curacy of the method depends on how
well the basic steering assumption
is satisfied and how accurately the
steering current is known or pre-

dicted.
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Figure IV-8 — DATA REQUIRED FOR FORECASTS
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The diagram gives an indication of the data necessary for forecasts in the middle
latitudes for varying lengths of the forecast period. It is important to note that both
atmospheric and oceanographic data are needed for all forecast periods.

Statistical Forecasting — Though
statistical methods have wide appli-
cation in forecasting, the term, as
applied here, refers to any of a num-
ber of techniques in which past data
samples are employed to derive sta-
tistical relationships between the
variable being forecast and the same
or other meteorological variables at
an earlier time. The statistical method
is particularly valuable in forecasting
local phenomena that are too complex
or too poorly understood to be
treated by mnumerical or physical
methods but that experience has
shown to be related to identifiable,
antecedent causes.

The Analogue Method — The aim
of this method is to find a previous
weather situation which resembles
the current situation and to use the
outcome of the earlier case to deter-
mine the present forecast. The
method has the advantage of sim-
plicity, but its usefulness is extremely
limited since sufficiently close ana-
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logues are difficult to find, even when
long weather records are available.

Mixed Methods — Combinations
of the foregoing methods are quite
common. Thus, surface temperature
is customarily forecast by a combina-
tion of numerical and statistical tech-
niques in order to obtain better
predictions than would be obtained
from use of the numerical method
alone.

Short-Range Prediction

The problems encountered, meth-
ods employed, and the time period
for which accurate predictions can
be made differ according to the phe-
nomenon or scale of motion being
forecast. It is therefore convenient
to discuss the subject on the basis
of different types of weather systems
involved. To keep the subject within
reasonable limits, the discussion will
be limited to the following phenom-

ena selected on the basis of their
practical importance: severe local
storms (thunderstorms, hailstorms,
and tornadoes); hurricanes; and syn-
optic disturbances (cyclones, anticy-
clones, and fronts and their asso-
ciated upper-level troughs, ridges,
and jet streams).

Severe Local Storms— These
storms develop with extreme rapidity
and seldom have lifetimes of more
than a few hours. On the basis of
the large-scale temperature, moisture,
and wind fields, and their expected
changes, it is possible to delineate
areas in which severe storms are
likely to occur 6 to 12 hours in ad-
vance, or sometimes even longer. But
there is at present no way of predict-
ing when and where an individual
storm will develop. Once a storm
has been detected, extrapolation and
steering methods can be used to
predict its motion with fair accuracy,
but in view of the short lifetime of
the typical storm, the forecast rarely
holds for more than a few hours.

Weather radar is the most valuable
tool in severe-storm detection, and
it is only since the introduction of
radar that adequate monitoring of
severe storms has been possible.
Geostationary satellites also have
great potential usefulness in identify-
ing and tracking these systems. Until
there is full radar coverage of the
United States and permanent surveil-
lance by geostationary satellite with
both visual and infrared sensing ca-
pability, short-range prediction of
severe storms will not have reached
the limits of accuracy allowed by the
present state of the art.

Ultimately, one may hope that the
methods of numerical weather pre-
diction used so successfully with
larger-scale storms will be applied to
thunderstorms and other small-scale
phenomena. But there seems no clear
way of achieving this hope in the
foreseeable future. To forecast these
phenomena by numerical methods re-
quires observations of the basic me-
teorological variables — wind, tem-



perature, and moisture — at spatial
intervals of less than a kilometer and
nearly continuously in time (cf., pre-
sent spacing of about 400 km. and
time intervals of 12 hours). Eco-
nomically, this is a prohibitive re-
quirement, quite apart from its prac-
tical feasibility in terms of the
instrumentation and observing sys-
tems currently envisaged.

Despite the present hopelessness
of straightforward applications of
physical-numerical methods to the
prediction of small-scale phenomena,
there is no doubt that opportuni-
ties exist for improved forecasting
through properly directed research
efforts. New developments in instru-
mentation and measuring systems —
doppler and acoustic radars and the
geostationary satellites, to mention
the most promising — utilized in con-
junction with special observing pro-
grams planned for the future, offer
great opportunities for advancing un-
derstanding of severe storms. From
this understanding, improved tech-
nigues are bound to emerge. For in-
stance, it has been found that, unlike
the typical thunderstorm, very large
thunderstorms tend to move to the
right and slower than the steering
current. A better physical under-
standing of the cause of this behavior
would undoubtedly lead to superior
forecast techniques.

Hurricanes — Hurricane prediction
has improved steadily during the past
decade or two. The improvement has
been brought about by the use of
aerial reconnaissance, radar, and,
more recently, meteorological satel-
lites to detect and track the hurricanes
and by the development of better
techniques for predicting their move-
ment. Skill is still largely lacking in
forecasting their development, but
fortunately they form sufficiently
slowly and usually far enough away
from land areas that the development
problem is seldom critical.

In the past, extrapolation and steer-
ing methods have been the mainstays
in predicting hurricane movement.

Currently, the most accurate method
is a statistical one that uses past
weather records to derive regression
equations relating future movement
to previous movement and to various
measures of the large-scale atmos-
pheric structure in the region sur-
rounding the hurricane. With this
method, hurricane positions can be
predicted 24 hours in advance with
an average error of about 100 nauti-
cal miles. While this figure leaves
considerable room for improvement,
there can be no doubt about the
enormous value of current forecasts
in terms of lives saved and property
damage reduced.

Further refinement of the statistical
method and better observations of
the broad-scale features of the hurri-
cane environment could lead to some
improvement in hurricane prediction,
but it seems likely that the statistical
method has already approached its
limits of accuracy. Development of
numerical prediction methods would
seem to hold the key to further prog-
ress in this area. Methods of numeri-
cal prediction have already been tried
which forecast the large-scale steering
flow in the vicinity of hurricanes and
thereby allow better use of the steer-
ing principle. These methods have
met with some degree of success,
yielding errors comparable to, or
slightly larger than, the statistical
method.

More significant and promising for
the future has been the development
in recent years of theoretical models
which, starting from assumed initial
conditions, are able to simulate many
important features of hurricanes.
These models have reached the stage
where they could be tested routinely
in the atmosphere if the proper initial
data —i.e., observations of wind,
temperature, and humidity at suffi-
ciently close intervals to resolve the
atmospheric structure in and near the
hurricane — were available. The in-
terval required is 100 kilometers or
less, well beyond present observa-
tional capability. However, it is con-
ceivable that geostationary satellites
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with visual and infrared sensors, in-
cluding sounders, could go a long
way toward providing the type of
information needed for carrying out
physical-numerical prediction of hur-
ricane formation, movement, and in-
tensity.

Despite these promising theoretical
and observational developments, it
would be premature to enter on a
crash program of hurricane predic-
tion. Emphasis now must be put on
improving the physical basis of hur-
ricane models and on developing the
full potential of the geostationary
satellite as an observing platform.
Tropical field experiments planned as
part of the Global Atmospheric Re-
search Program (GARP) will assist
theoretical studies of hurricanes by
providing data suitable for investi-
gating the nature of the interaction
of mesoscale convective phenomena
with the larger-scale flow patterns of
the tropics.

Synoptic Systems — During the
past decade or two, thanks to the in-
troduction of high-speed computers
and the development of numerical
weather prediction, remarkable prog-
ress has been made in predicting the
genesis and movement of high and
low pressure systems and tropos-
pheric circulation features in general.
Prognostic weather maps prepared by
computer now surpass the efforts of
even the most skilled and experienced
forecasters.

Despite these successes, short-range
forecasts of specific weather elements
often leave much to be desired. In
part, the shortcomings are due to
small-scale phenomena which, as ex-
plained earlier, are not predictable,
except in a statistical sense, more than
a few hours in advance. But, in con-
siderable measure, they can also be
attributed to deficiencies or limita-
tions in the numerical prediction
models. The models are most suc-
cessful in predicting pressure and
wind fields; they are less successful
in predicting cloud and precipitation
amounts and patterns and in answer-
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ing such critical problems as whether
precipitation will be in the form of
rain or snow. These problems, in-
volving interactions of wind, tem-
perature, and moisture fields, are of a
different order of difficulty. Short-
range predictions also suffer some-
what from data deficiencies, particu-
larly in oceanic and adjoining regions.
Satellite observations have, however,
alleviated the data deficiencies to a
considerable degree in recent years.

There are several avenues for ad-
vancing the science of short-range
prediction of synoptic-scale phenom-
ena; all of them are being actively
pursued and deserve encouragement.
First, fine-grid scale models are being
developed which accept data at grid
intervals of half or less the current
standard mesh length of about 400
kilometers. Use of a finer grid per-
mits better resolution and more accu-
rate depiction of the synoptic patterns
and improves the accuracy of the
computational procedures. Unfortu-
nately, the presently available obser-
vations are not ideally suited for
fine-grid computation. Though a net-
work of surface observations exists
which makes it possible to represent
surface weather features more pre-
cisely than is presently done in nu-
merical prediction, no corresponding
closely spaced upper air observations
are available. High-resolution, scan-
ning radiometric sounders aboard
satellites offer a promising means of
overcoming this gap, and every effort
should be made to speed their devel-
opment and application. Data from
more advanced satellites can also be
expected to improve further the qual-
ity of ocean analysis, and thereby
contribute to better short-range fore-
casts over ocean areas and adjacent
coastal regions.

Another important avenue for ad-
vancing short-range prediction is
through continued efforts at improv-
ing the physical basis of the predic-
tion models. Such efforts can be
carried out in part by theoretical
means, using presently available
knowledge of the physical processes.
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But they will also almost certainly
require the acquisition of special data
sets of the sort planned under GARP
and other large observational pro-
grams. Better modeling of the physi-
cal processes will not only widen the
scope of the phenomena that can be
forecast successfully by objective
means but will result in greater ac-
curacy of the forecast as a whole.

A final important new direction in
short-range prediction is in modeling
of the near surface layer. This is the
layer that affects man most directly.
Accurate predictions of its structure
will contribute to successful predic-
tions of the dispersal of pollutants in
the atmosphere, and of fog and other
visibility- and ceiling-reducing fac-
tors that hamper aircraft operations.
Modeling of this layer is a difficult
undertaking, since its characteristics
and behavior are controlled in l